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1. Introduction

The necessity to discover further mineral resources is of paramount importance, which has caused the exploration geologists to apply various techniques for delimiting the areas that are favorable for the detailed exploration surveys. The applied techniques are constrained by the type of deposits for which the exploratory surveys are conducted and the zone in which the surveys are carried out. The objective of this work was to define an exploratory criterion for discovering the porphyry copper deposits in Dehaj terrain, located in the southern part of the Urumieh-Dokhtar Magmatic Belt (UDMB) in the Kerman Province. This belt is often regarded as a major metallic province endowed with Cu, Mo, and Au minerals [1-5]. This copper-endowed metallic province hosts a plethora of porphyry copper deposits (e.g. [6-17]). These deposits are often accompanied by extensive halos of hydrothermal alterations, especially the propylitic, phyllic, and argillic
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alterations [18]. These vast alteration zones can be recognized by the remote sensing (RS) techniques, and this is the goal for which the authors conducted this work.

Many studies have been conducted on these deposits in order to identify the altered areas utilizing RS (e.g. [8, 11, 14, 16, 17, 19, and 20]). Different methods such as band ratios and principal component analysis have been used to separate the alteration zones. On a regional scale, a few studies have been done such as applying the band ratio for mapping the alteration zones [3], using the PCA and SAM methods for investigating the alteration zones, and separating the potential mineralization into two groups (high and low) [4, 5, and 21]. Although these methods are successful, they do not clearly distinguish between the alterations. While understanding these zones is vital for discovering the areas of high anomaly, the aforementioned studies have paid little attention to separate the alteration zones and extract their specific minerals. This work serves as the dual purposes of investigating the hydrothermal alteration and identifying the high intensity of various alterations to enhance the accuracy of the work.

The Advanced Space borne Thermal Emission and Reflection Radiometer (ASTER) has been frequently used to recognize the alteration zones (e.g. [2-4, 22-26]). Nevertheless, application of the ASTER imagery data for delineation of the hydrothermal alteration zones is not without error. First, the availability of different bands poses serious challenges to a proper recognition of the alterations. Secondly, the boundary between the altered and fresh zones remains uncertain, which is a crucial factor in the exploration of the porphyry copper deposits.

This work endeavors to address the above-mentioned challenges through a hybrid approach by combining the dimension reduction and classification techniques. The former challenge is addressed by the application of the robust principal component analysis (RPCA) as a dimension reduction method different from the ordinary principal component analysis (PCA), which leaves a number of components, and portrays the distribution of the targeted minerals. The latter challenge, however, is tackled by the application of the proposed fractal technique. Developed from the number-size model proposed by Mandelbrot [21, 27], this technique is based on the pixel values and their statistical and spatial distribution. Application of the proposed value-pixel method classifies the alteration zones with respect to their intensity.

The results obtained were verified by a number of samples collected from the delineated zones and analyzed by XRD. These suggest the reliability of the proposed methodology.

2. Geological Setting

Located in the southern part of the Urumieh-Dokhtar magmatic belt (UDMB) (Figure 1a), the Dehaj terrain covers an area of ~5900 km². The area has been subjected to different successions of volcanism that commence from early Eocene with the emplacement of basic to acidic volcanic sequence (Figure 1b). The volcanic activities in the area continued in Oligocene, bringing about the development of large batholiths and small dykes with the dioritic composition. The intrusive rocks acting as the heat source and the source of mineral-bearing fluids are inextricably linked with the porphyry copper mineralization [28, 29]. Magmatism lasted until Quaternary with the deposition of basic extrusions comprising basalts and andesite basalts. There are various types of volcano-sedimentary and sedimentary formations outcropping in the area with their age varying from Cretaceous to Quaternary. They include the colored mélange, Cretaceous sedimentary rocks, Miocene sedimentary sequence, and Quaternary alluvial fans [30, 31].

The mineralization processes occurring in this area are divided into the hypogene and supergene steps. The primary mineralization caused by the magmatic and hydrothermal fluids has been formed in the stock works that are saturated with iron, malachite, and azurite alterations. Most abundant supergene minerals consist of pyrite, chalcopyrite, and bornite. In another type of mineralization, the fluids penetrated into the ground have played a vital role in emerging new minerals. These fluids have oxidized the sulfidic zone and produced the products such as digenite and chalcocite [32, 33].

The potassic, phyllic, argillic, and propylitic alterations indicate the existence of hydrothermal activity in the studied area. The potassic zone is characterized by the biotite alteration among the intrusive quartz-monzonite and monzodiorite bodies. The phyllic alteration, to which a huge part of the area is assigned, alters both the intrusive body and host rock. This alteration occasionally covers other alterations, and has a composition of sericite and secondary quartz. Some regions of the area, especially the Eocene
volcanic rocks, have survived the clay alteration. According to the microscopic studies, the maximum effect of clay alteration has been produced on plagioclase, biotite, and hornblende, causing the chloritization. In the south part of the region, the high intensity of the argillic mineral makes it easier to distinguish between the oxide and hydroxide iron concentrations. The propylitic alteration in the studied area appears as the holes filled with calcite, chlorite, and epidote with an important exploratory perspective [29, 30].
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**Figure 1.** (a) The location of the study area in Map of structural zones of Iran [34], (b) The simplified regional geologic map of the study area which is classified by age [28]

### 3. Materials and method

#### 3.1. ASTER data

In this work, a 1B level scene of the Aster imagery data taken on 12.8.2001 from the Earth Remote Sensing Data Analysis Center (ERSDAC) was used. ASTER is a multi-spectral sensor comprising 14 bands that cover the wavelength range of 52-11.65 μm with three spectral ranges including visible and near infrared: (VNIR: 1 to 3 bands), six short-wave infrared bands (SWIR: 4 to 9 bands), and five thermal infrared bands (TIR: 10 to 14 bands). The data was utilized for a series of pre-processing techniques. They were atmospheric, radiometric, and geometric corrections applied using the ENVI and the ASTER Correction Tool software package, respectively [35].

#### 3.2. Image processing

Ordinary principal component analysis (PCA) is a dimension reduction technique that has been applied in different areas [36]. PCA is a powerful statistical technique that can be used to compress images and eliminate the unwanted effects. It is based on the principle that the axes shift in the direction that represents the maximum variability. This technique summarizes the variability of complex datasets, and has gained an unprecedented popularity in the remote sensing studies (e.g. [2, 22, 37, 38, 39, and 40]). The data is transformed to a number of uncorrelated principal components (PCs) using the correlation or covariance matrices [41]. The relationship between the variables (different bands) and PCs is represented by a loading matrix. A positive loading shows a positive relationship between the bands and PCs, and vice versa [42, 43]. The relationship between PCs and different pixels is represented by the PC scores or the images’ digital values [44].

The data for various bands often correlate. The correlation between the images of the bands demonstrates that there is some common information or, in other words, they have a repeated information. The transformation of the principal component is a method to remove or reduce such ancillary information, which is done by compressing the multi-spectral data into a new coordinate system. The information in the multi-spectral bands is often less than the number of bands, and therefore, the objective of PCA is to determine the number of dimensions in an information collection [42, 43, and 45]. In order to calculate PCA, the variance-covariance matrix or the correlation matrix is first constructed. Then the eigenvalues of this matrix are calculated. Since the covariance depends on the data measurement unit and the different bands do not have the same reflective information, it is better to use the correlation matrix [41]. After identification of the absorptive and reflective
bands of each mineral, the specific image for that mineral can be obtained. It should be noted that if the reflective band is positive, the bright pixels are the target area; otherwise, the dark pixels are so [38]. The results of this method are more obvious than those of the raw images.

Crosta [38] has proposed a method called the “Crosta” technique. This is a new simple technique for mapping the alterations. In this method, only the preliminary information is required for the spectral properties of minerals and plant [46]. The difference between the standard and selective analyses is that in the standard analysis, all the bands in an image are used as the input data, whereas in the selective analysis, a certain number of bands are selected based on the type of target [12, 47]. In the Crosta analysis, those bands are selected that have certain reflection and absorption features in each mineral [48]. Reducing the number of input bands leads to the increased detection of a unique PCA for a certain mineral.

Although PCA has been successfully applied to an array of remote sensing studies (e.g. [22, 41, 43, and 49]), it suffers from a major drawback: the extreme values render the extracted components biased [50]. The robust principal component analysis (RPCA), however, has been developed to tackle the mentioned drawback [51]. In this method, a minimum covariance determinant estimator is used instead of the correlation or covariance matrices [52]. This method has been explicitly explained in [51, 53], not warranting further explanations.

Each mineral shows either an absorptive or a reflective behavior in a multi-band spectrum range. According to these features, RPCA can be used to extract the traces of key minerals using a selective approach proposed in [22]. The number of input bands is subjectively selected by the user, which reduces the noises affecting the output [38]. In this work, we applied the same logic for extracting the traces of hydrothermal alteration-related minerals using RPCA and estimated a good model for the background variations.

3.2.1. Robust principal component analysis (RPCA)

The RPCA method is performed aiming to compress the massive data in different bands of an image and to remove the identical data. RPCA is very important for interpreting the digital remote-sensing data. The most important advantages of the RPCA method are the collection and compression of data on the phenomena in different bands into a smaller number of bands or components. In other words, this method is widely used to remove the redundant satellite data [54].

The output of this method is usually a number of new limited bands between which the correlation is minimized, which are independent from each other and therefore, they can be interpreted as independent from the original data. In the satellite images, there is usually a correlation (from very weak to very strong) between the multi-spectral bands, especially the adjacent bands. The RPCA method is relevant to a multivariate analysis that can be used to transfer a series of multi-spectral images in such a way that the new components do not correlate with each other and are arranged in a way that they can describe the differences in the images. In this way, these components show the inherent differences of the main bands in a statistical and compressed manner. In fact, RPCA is a statistical method that is used to reduce the redundant data and convert the multi-band data into fewer components. The principal components can be used to compress the data contained in a number of bands. As such, there will be maps with complete and concise data, and the analysis of the new images is more accurate than that of the raw images. It also greatly reduces the time and cost of performing the task. Normally, the initial image obtained by this method can collect 0.80 of data (the most accurate image) and the subsequent images have less data, respectively. Due to the variance of the data in the components and the unique nature of the data in each component, this method can be used to retrieve and detect the changes. When there are more than two bands, it is more complex to transfer the principal component axes. Considering the variance-covariance matrix whose components represent the variance and covariance between the two bands I and J of the image, its values can be obtained [55, 56]. For retrieving and detecting the changes using the principal component analysis, the multi-spectral images prepared at different times are considered a dataset on which the principal component analysis operations are performed. In this process, the change data is displayed in several components, the number of which can vary depending on the changes in the region. Therefore, the change data is distributed in several components, and it is difficult to identify which component is considered to detect the changes in a phenomenon and is required to be investigated. In other words, distribution of the
change data in several components is one of the major limitations of this method.

RPCA decomposes a given matrix into the background and sparse matrices [56].

\[ M = L_0 + S_0 \]  

In this equation, \( M \) is a data matrix and \( L_0 \) and \( S_0 \) are the low-rank and sparse ones, respectively \((L, S, and M \in \mathbb{R}^{m \times n})\).

It can be described mathematically as follows:

\[
\min \text{L}_1 \|L\|_1 + \lambda \|S\|_1 \text{ s.t. } M = L_0 + S_0
\]  

where \( \|L\|_1 = \sum_{r} \sigma_r(L) \) define the nuclear norm of \( L \), \( \sigma_r(L) \) \((1, 2, \ldots, \min(m, n))\) is the \( r \)-th singular value of \( L \), \( \|S\|_1 = \sum_{ij} |e_{ij}| \) denotes the \( L_1 \)-norm of \( S \), and \( e_{ij} \) is the element in the \( i \)-th row and \( j \)-th column of \( S \) [56]. RPCA has been applied to machine learning.

### 3.3. Value–Pixel fractal model

The fractal self-similarity approaches can be applied in order to recognize the data having a number of similar features [57]. In other words, these methods can be applied to classify a dataset that shows variability [43]. These techniques have been applied in the earth sciences for a variety of purposes [21, 31, 58, 59, and 60].

The remote sensing-based imagery includes various pixels with different digital values. The pixels representing a specific type of mineral are predominantly found to share similar pixel values \((e.g. [5, 15, 21, 46, and 61])\). Therefore, the self-similarity can be applied in order to classify the areas in which there are a huge number of pixels representing a specific mineral. Each class should be outlined by specific threshold values that are determined by the proposed method. According to Mandelbrot [27], a power-law relationship can be used to describe the relationship between the number of pixels, \( A_v \), and the pixel values, \( P_v \), as follows:

\[
A_v = a \left( P_v \right)^{-\theta}
\]  

In the above equation, \( a \) is a constant factor, and \( \theta \) is the fractal dimension. In a log-log plot, Equation (3) is a linear relation. This means that the different straight lines plotted can be used to describe a class of similar pixels. The points connecting these lines can be used as the threshold values for the separation of different populations.

### 4. Results and Discussion

#### 4.1. Robust principal component analysis

Robust principal components analysis is a method used to extract the important variables (as components) from the variables in a dataset. It actually extracts the low-dimensional features from a high-dimensional set to help register more information with fewer variables [21]. Consequently, the objective data becomes more meaningful. PCs result from merging the covariance matrix of X matrix data with n*d dimension and \( \Xi \) multivariable observations. It is necessary to determine the location \( \Xi(x) \) and distributive estimator \( C(x) \) for the PCA transition. In the classical PCA, \( \Xi(x) \) and \( C(X) \) are the arithmetic and distributive covariance matrices, respectively, which show the sensitivity to the outlier data. As a result, it is required to use other matrices like the minimum covariance determinant (MCD). This means that the data should be numerical and standardized [54]. In addition, it should be noted that the MCD estimator has been proposed based on the symmetry between the ellipsoids. There is a vital presumption before calculating RPCA, which states that the unprocessed data follow a multivariate normal distribution in the simplex space. In this method, an analysis is performed, where the bands that are very similar to each other are removed. In other words, by analysing and converting the bands using the eigenvalues and correlations, a new band is created using the new data that contains a huge amount of information. Therefore, the following steps should be taken to perform this method.

In order to reduce the image processing time, in one step, the important bands for each alteration were identified through the Crosta method, and then the RPCA analysis was performed. These methods have many similarities, in general, and are used to simplify the data structure. Also to explain the reason for using RPCA instead of PCA, a comparison was made between the two methods (Figure 2). The results of both methods show the dependence between the variables and the principal components. The details of these methods are available in many publications \((e.g. [62, 63])\).

The porphyry copper deposits are generally outlined by the broad halos of the phyllic, argillic, and propylitic alteration zones. The short wave infrared (SWIR) bands of ASTER are used for the delineation of the above-mentioned alterations. This is due to the fact that the minerals present in
these hydrothermal zones show a considerable absorption \[4, 24, 64, \text{and} 65\].

Illite and sericite, as the common mineral assemblages of phyllic alteration, show a strong absorption in the range of 2.2 μm, which falls within the range of band 6 of Aster data while showing a significant reflection in band 7 \[3\]. Therefore, a combination of the bands 3, 5, 6, and 7 were used in PCA and RPCA for eliciting the traces of the phyllic alteration (Table 1). As it can be seen in Table 1, the robust PC4 shows negative loadings for band 7 and band 3, while showing positive loadings for band 5 and band 6. Therefore, reversing the pixel values of robust PC4 (-PC4) yields a representation of the phyllic alteration (Figures 2a and 2d). The bright pixels in the robust PC4 show the existing phyllic alteration.

| Table1. The results of RPCA method for identifying the phyllic alteration zone |
|----------------------------------|---|---|---|---|
|                                | PC\(_1\) | PC\(_2\) | PC\(_3\) | PC\(_4\) |
| Band 3                         | 0.577486 | 0.396330 | -0.654869 | -0.283867 |
| Band 5                         | 0.549900 | 0.456604 | 0.655030 | 0.245067 |
| Band 6                         | 0.488132 | -0.618626 | -0.196809 | 0.583348 |
| Band 7                         | 0.354750 | -0.501734 | 0.321479 | -0.720463 |

| Table2. The results of RPCA method for identifying the argillic alteration zone |
|----------------------------------|---|---|---|---|
|                                | PC\(_1\) | PC\(_2\) | PC\(_3\) | PC\(_4\) |
| Band 4                         | 0.888063 | 0.456369 | 0.038411 | 0.039956 |
| Band 5                         | 0.284651 | -0.457377 | -0.349569 | -0.766538 |
| Band 6                         | 0.270379 | -0.542342 | -0.472868 | 0.639653 |
| Band 7                         | 0.239194 | -0.537028 | 0.807912 | 0.040820 |

| Table3. The results of RPCA method for identifying the propylitic alteration zone |
|----------------------------------|---|---|---|---|
|                                | PC\(_1\) | PC\(_2\) | PC\(_3\) | PC\(_4\) |
| Band 4                         | 0.900428 | 0.432163 | 0.026928 | 0.041703 |
| Band 5                         | 0.288544 | -0.510723 | -0.268743 | -0.763991 |
| Band 6                         | 0.274075 | -0.609757 | -0.374128 | 0.642735 |
| Band 8                         | 0.175654 | -0.424964 | 0.887176 | 0.038352 |

In addition, according to a number of studies conducted \[66\], the bands 4, 5, 6, and 7 were selected for robust PCA in order to extract the features that show the argillic alteration (Table 2). The robust PC2 shows the absorption in the bands 5, 6, and 7, while showing reflection in band 4. Accordingly, the bright pixels in this robust PC show the existence of argillic alteration (Figures 2b and 2e).

Turning to the propylitic alteration, a combination of bands representing epidote, chlorite, and calcite were used in RPCA to extract the traces of this alteration (Table 3). The robust PC2 appears to be the representative of this alteration. Figures 2c and 2f show the robust PC2 in which the bright pixels represent the propylitic alteration.

<table>
<thead>
<tr>
<th>4.2. Application of pixel-value fractal model</th>
</tr>
</thead>
</table>

The proposed methodology was applied for the classification of alteration zones, as delineated in Figure 2 (2a-2c). The log-log plots were drawn (Figures 3d-3f), and the cumulative number of pixels \(A_{\text{v}}\) was plotted against the pixel values \(P_{\text{v}}\). Four populations representing high intensity, medium intensity, low intensity, and background populations were delineated (Table 4). Figure 3 (3a-3c) presents the intensity distribution of the phyllic, argillic, and propylitic alteration zones.

After making the data robust to the classical principal component analysis, the results obtained indicate that the variables are well-distributed in the coordinate system of the binary diagram, which, in fact, expresses the structure of the open data in the real space. As illustrated in Figure 2, the images became sharp in the RPCA method. In other words, this method is more effective in improving the images due to the separation of background and sparse components. As it can be seen, this method is closer to the real data and has fewer errors.
### Table 4. The result of C-A fractal method for alteration zones

<table>
<thead>
<tr>
<th>Alteration Zone</th>
<th>Background</th>
<th>Low intensity</th>
<th>Middle intensity</th>
<th>High intensity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phyllic</td>
<td>0-128</td>
<td>128-152</td>
<td>152-202</td>
<td>202-255</td>
</tr>
<tr>
<td>Argillic</td>
<td>0-73</td>
<td>73-159</td>
<td>159-217</td>
<td>217-255</td>
</tr>
<tr>
<td>Propylitic</td>
<td>0-100</td>
<td>100-143</td>
<td>143-164</td>
<td>164-255</td>
</tr>
</tbody>
</table>

Figure 2. The bright pixels of map show (a) Phyllic, (b) Argillic, (c) Propylitic alteration by RPCA method - d, e and f by PCA method.
4.3. Prediction-Area (P-A) plot

The purpose of validating a prediction model is to answer the question if one set of data is used to train the model (training data), and another set is used to validate the model (test data), will it be able to accurately predict the test data? In this work, in order to identify the efficient alterations, we used the prediction-area (P-A) plot and normalized density ($N_d$) because the alterations could be considered as the exploration targets. The alterations are controlled by adapting them to identify the mineral deposits in the studied area. Based on this description, the $N_d$ coefficient can

Figure 3. High intensity for (a) Phyllic, (b) Argillic and (c) Propylitic alteration maps and log-log diagrams, cumulative number of pixels (Av) and pixel values (Pv) for (d) Phyllic, (e) Argillic, (f) Propylitic.
be used to investigate the exploration targets [67]. This coefficient is defined as follows:

\[ N_d = \frac{P_o}{P_a} \]  

(4)

In the above equation, \( P_o \) is the ratio of the mineral deposit located in the exploration targets to total deposits, and \( P_a \) is the ratio of the area occupied by the exploration targets to the total area. In order to better represent the correlation between the exploration targets and the known mineral deposits, Equation (5) is shown logarithmically, and is called the effective weight (\( w_e \)) [68, 69].

\[ w_e = \ln N_d \]  

(5)

If \( w_e > 0 \), the selected targets are appropriate, and there will be a positive relationship between the selected targets and the known mineral deposits. If \( w_e \leq 0 \), there will be a negative relationship between the selected targets and the known mineral deposits.

We used the C-A method for distinguishing between the alterations. The P-A plot was drawn for the alteration layer (Figure 4). In order to calculate \( w_e \), the intersection point of the diagram was extracted. In the studied area, the value of \( w_e \) for the alteration map is > 0 and 1.39.

4.4. Verification of results

The field observations were conducted in the delineated zones. Twenty samples were randomly collected from the delineated highly intense alteration zones (Figure 5). The samples were analyzed by the XRD technique (Table 5), revealing the existence of quartz in all samples. The samples collected from the argillic alteration show the significant existence of alunite and kaolinite (Table 5). Moreover, those taken from the phyllic alteration revealed a significant proportion of quartz, sericite, and pyrite. The analyzed samples show that the delineation of the alteration zones using the proposed methodology was successful.

The field observations coupled with the results of RPCA and pixel-value fractal model illustrate that the areas affected by the phyllic alteration are dominantly concentrated on the central part of the area (Figure 6). Nevertheless, the propylitic alteration is not merely constrained to the central zone, and is distributed in the central, northern, and southern parts of the area. The argillic alteration, however, can be observed in the southern and northern parts of the area. The correlation of the digital elevation model with the distribution of the argillic alteration reveals that this alteration dominantly occurs in the areas with a higher elevation. It is also imperative to note that phyllic is the most abundant alteration occurring in the studied area (Figs. 6).

The field studies and the performed sampling showed that the conducted study had a good performance in the delineation of the altered zones. Therefore, it is recommended to use the achieved maps for the exploration of further porphyry copper deposits.

Figure 4. P-A plot for alterations

Figure 5. False color composite image of the study area and sampling locations of hydrothermal alterations
Table 5. Results of XRD

<table>
<thead>
<tr>
<th>No.</th>
<th>Minerals</th>
<th>No.</th>
<th>Minerals</th>
</tr>
</thead>
<tbody>
<tr>
<td>9601</td>
<td>Quartz, Pyrophyllite, Rutile</td>
<td>9611</td>
<td>Quartz, Pyrophyllite, Alunite, Hematite,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Calcite, Kaolinite</td>
</tr>
<tr>
<td>9602</td>
<td>Quartz, Jarosite, Kaolinite, Illite</td>
<td>9612</td>
<td>Quartz, Pyrophyllite, Goethite, Hematite,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Kaolinite, Mica</td>
</tr>
<tr>
<td>9603</td>
<td>Quartz, Diaspore, Pyrophyllite, Mica, Illite,</td>
<td>9613</td>
<td>Epidote, Quartz, Alkali Feldspar</td>
</tr>
<tr>
<td></td>
<td>Kaolinite, Goethite, Hematite</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9604</td>
<td>Kaolinite, Quartz</td>
<td>9614</td>
<td>Quartz, Diaspore, Pyrophyllite, Kaolinite,</td>
</tr>
<tr>
<td>9605</td>
<td>Kaolinite, Quartz, Natrolite</td>
<td>9615</td>
<td>Quartz, Mica, Illite</td>
</tr>
<tr>
<td>9606</td>
<td>Quartz, Goethite, Hematite</td>
<td>9616</td>
<td>Quartz, Ilite, Geohite, Hematite, Chlorite,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Pyrophyllite</td>
</tr>
<tr>
<td>9607</td>
<td>Quartz, Kaolinite, Alunite</td>
<td>9617</td>
<td>Quartz, Kaolinite, Pyrophyllite, Calcite,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Hematite, Ilite</td>
</tr>
<tr>
<td>9608</td>
<td>Quartz, Diaspore, Pyrophyllite, Illite, Mica,</td>
<td>9618</td>
<td>Quartz, Pyrophyllite, Muscovite, Alkali</td>
</tr>
<tr>
<td></td>
<td>Kaolinite, Goethite, Kaolinite</td>
<td></td>
<td>Feldspar, Goethite</td>
</tr>
<tr>
<td>9609</td>
<td>Quartz, Pyrophyllite, Mica</td>
<td>9619</td>
<td>Quartz, Pyrophyllite, Goethite, Hematite,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Alkali Feldspar</td>
</tr>
<tr>
<td>9610</td>
<td>Quartz, Mica, Illite</td>
<td>9620</td>
<td>Quartz, Pyrophyllite, Alkali Feldspar,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Kaolinite</td>
</tr>
</tbody>
</table>

Figure 6. Digital elevation model map with some pictures from hydrothermal alterations in the field observation

5. Conclusions

In this work, we presented a novel methodology by combining the application of the robust principal component analysis (RPCA) and the proposed pixel-value fractal model for the delineation of porphyry copper-related alteration zones, phyllic, argillic, and propylitic alterations. Using the ASTER imagery data, it was revealed that the porphyry systems were developed in this area. In order to highlight the existence of this alteration, we used a selective approach in order to determine the bands incorporated into RPCA. Three images were retrieved by the RPCA method, highlighting the distribution of the phyllic, argillic, and propylitic alterations. The images were compared by the PCA method. The alteration results are more accurate in the RPCA method rather than the PCA method, which appears to be due to the contrast and separation of background and sparse components. These images were subjected to a classification process using the proposed fractal procedure, which yielded four different classes of alteration zones including the high, medium, low, and very low intensities of the alterations. These methods are simple and
computationally easy, and therefore, a combination of the both techniques can be applied for mapping the alteration zones. In this area, the spatial distribution showed a northwest-southeast trend. Subsequently, the pixel-value method allowed reclassifying the alteration zones (propylitic, phyllic, and argillic). This method showed that the phyllic and argillic zones occurred in the center and were restricted by the propylitic zone. The intense zones were thus validated by the field observations. A total of 20 samples were collected from these zones, showing a high level of reliability. Also the P-A plot showed that the alterations had a positive relationship with the mineralization. It can, therefore, be concluded that the proposed methodology can be applied to different case studies for the delineation of the alteration zones.
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