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 Land use (LU) classification based on remote sensing images is a challenging task that 
can be effectively addressed using a learning framework. However, accurately 
classifying pixels according to their land use poses a significant difficulty. Despite 
advancements in feature extraction techniques, the effectiveness of learning algorithms 
can vary considerably. In this study conducted in Talcher, Odisha, India, the researchers 
proposed the use of Artificial Neural Networks (ANNs) to classify land use based on a 
dataset collected by the Sentinel-2 satellite. The study focused on the Talcher region, 
which was divided into five distinct land use classes: coal area, built-up area, barren area, 
vegetation area, and waterbody area. By applying ANNs to the mining region of Talcher, 
the researchers aimed to improve the accuracy of land use classification. The results 
obtained from the study demonstrated an overall accuracy of 79.4%. This research work 
highlights the importance of utilizing remote sensing images and a learning framework 
to address the challenges associated with pixel-based land use classification. By 
employing ANNs and leveraging the dataset from the Sentinel-2 satellite, the study offers 
valuable insights into effectively classifying different land use categories in the Talcher 
region of India. The findings contribute to the advancement of techniques for accurate 
land use analysis, with potential applications in various fields such as urban planning, 
environmental monitoring, and resource management. 
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1. Introduction 

The mining of land does have a wide variety of 
effects on people, animals, and the natural 
resources that are available. In addition to natural 
risks, fauna, flora, and natural resources, much of 
the land has been mined for fossil fuels including 
coal, oil, and metal. This has led to the extinction 
of many species [1]. In addition, the information on 
mining land takes into consideration socio-
demographic data, which is often regarded as an 
essential component of planning and management 
[2]. Besides, it offers significant information about 
mining regions, which is essential for 
comprehending the intricate connections between 
coal mining regions and other places [2]. A high 
proportion of open-source satellite images are 
widely used as a result of cutting-edge remote 
sensing technology, presenting new possibilities 

for mining LU information [3]. However, the 
spatial features of mining terrain observed using 
satellite imagery are extremely complex and multi-
faceted, conflating various other surfaces (built-up 
areas, barren areas, etc.). Due to the diversity and 
complexity of spatial features, classifying mined 
regions into different LU classes is an extremely 
challenging task. Therefore, by precisely defining 
the spatial patterns or structures in the satellite 
perception data, a reliable and robust mining LU 
classification technique must be devised. 

LU classifications are significantly affected due 
to the demand and supply of human needs over land 
use and their fulfilment of desires. Conventional 
methods are challenging work for the estimation of 
LU patterns classification by field survey over 
large area coverage, and thus the remote sensing 
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approaches with computer vision are the most 
appropriate. These remote sensing images are used 
for classification viz. pixel-based and object-based 
[4]. Also the pixel-based is suitable for low spatial 
resolution data, whereas the object-based is 
suitable for high spatial resolution data [4]. In the 
last few decades, many research has developed an 
artificial intelligence algorithm for image 
processing [6], classification [7], and detection [8]. 
The developed algorithms generally follow 
classification viz. supervised [9], unsupervised 
[10], semi-supervised [11], and reinforcement [12] 
for learning of images. The developed model of 
supervised image classification (SIC) is the process 
of data by mapping input and output, and 
unsupervised image classification (UIC) is the 
process of data only the input and no corresponding 
output [13]. SIC algorithms are McCulloch-Pitts 
model (MCPs) [14], First Perceptron [15], Back-
Propagation [16], Boltzmann Machine [17], 
Restricted Boltzmann Machine [18], Gradient 
Descent [19], etc., whereas UIC algorithms are 
Hebbian learning model [20], K-means clustering 
model [21], singular value decomposition [22], 
generative learning models [24], hierarchical 
clustering model [24], principal component 
analysis [25], etc. Also the developed model has its 
own merits and demerits, and no model provides 
prediction with a hundred percent accuracy. 
Moreover, all the algorithms require multiple steps 
of image processing for classifications. Thus it 
needs the time-to-time implementation of the 
design and development of automated LU 
classification of remote sensing imagery with more 
accuracy. ANNs is solved a realistic spatial 
features pattern in a remote sensing image. These 
patterns are categorized in two ways dynamic, 
nature adaptive [26], and non-adaptive [27]. Thus 
it is the greatest hit with neural networks by 
adaptive patterns techniques. This is many 
applications related to adaptive patterns used in 
remote sensing imagery like impacts on the 
environment and disasters [28], slope 
susceptibility, and deforestation [29]. ANNs have 
expert learning systems for the capability of spatial 
patterns to identify unknown patterns by image-
based training models [30]. Moreover, it has 
forecasted certain outcomes by extrapolation, and 
their importance is considerable for LU pattern 
classification [31]. ANNs can be used for image 
classification based on automatic feature 
extractions [32] from the image in contrast to other 
traditional classifiers. In conventional classifiers 
[33], multiple spatial interactions between pixels 
are loosed, which ANNs can effectively do without 

losing information. In this study, an ANNs 
technique was utilised in remote sensing image 
analysis to classify spatial characteristics patterns 
of remote sensing imaging including coal mining 
area, waterbody, built-up areas, barren land, and 
vegetation area. The application of SIC is used for 
training and testing images to classify the patterns. 
The utilization of ANNs is driven by the fact that 
similar to a human brain, they are able to learn 
relevant features from several levels of remote-
sensing images and can collect relevant features 
themselves. 

A neural net is a network of neurons that also 
includes synoptic data information. Even satellite 
image feature patterns are discovered based on 
ANN mining techniques for LU classification 
using remote sensing images. When compared to 
other models, ANNs models are frequently found 
to provide a higher overall classification accuracy; 
however, they are not always effective in all 
situations. The fast gradient descent model 
improves the model at the quadratic convergence 
rate o(k2) to address neural network issues in 
image classification. The findings were 97.54%, 
95.59%, 0.31, and 83.17 in terms of training 
accuracy, test accuracy, lost cost, and CPU times, 
respectively [34]. Using a hyperspectral image, the 
Gaussian-Bernoulli restricted Boltzmann machine 
(GBRBM) was used to classify mining areas. This 
GBRBMs model employs a logistic regression 
layer for classification and many hidden layers to 
extract deep features. Instead of dataset 
improvements of 5%–10%, GBRBMs in parallel 
produce overall accuracy increases of roughly 2%–
5% [18]. A study comparing the use of neural 
networks and statistics for picture categorization in 
land cover mapping. Both image classifications 
yielded 91.6% for the neural network classification 
and 88.6% for the statistical (maximum likelihood) 
classification [35]. With the use of a 
backpropagation technique, ANNs-based distant 
sensed picture change detection was trained. 95.6% 
of changes in land cover could be detected 
accurately, according to the results [35]. A neural-
object-based ANN and random forest model with 
minimal parameters and hyperparameters. Sana'a's 
2016 city map incorporates Sentinel-2A and 
Landsat-8 multispectral satellite images and a 
normalized digital elevation model. This model 
produced 7–10-layer neural networks with 1,000–
million simulated neurons [51]. Maximum 
likelihood classifier and cellular automata-Markov 
models predict 2030 and 2050 LULC trends. Also 
in the years 1990, 2000, 2010, and 2020 classified 
images were 90%, 92%, 93%, and 91% accurate 
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[52]. Transition potential modeling anticipated 
cellular automata-ANN LULC alterations. Landsat 
data of the year 2022, real and simulated LULC 
data yielded 86.53% accuracy and 0.82 kappa [53]. 
TerrSet's Cellular Automata-Markov Chain model 
derived 2035 and 2050 of the LULC. GRB's LULC 
dynamics might last for years, according to experts. 
Forests, shrubs, and grasslands vanished while 
agriculture, habitation, and water increased. 
Unsustainable land use degraded it [54]. Landsat 
images spectral signature and feature extraction of 
land-use classifications. This imaging file includes 
three images from Landsat satellite sensors from 
2003 to 2017. It assesses crop, vegetation, and 
orchard health using the vegetation index (VI). For 
2017, 2010, and 2003, ANNs classification 
accuracy was 90.10%, 75.75%, and 78.37% [55]. 
This article serves as a survey of recent ANNs LU 
classification methods. It is driven to become 

familiar with the ANNs model used in the mining 
industry and to offer innovative ideas for the 
sector's growth.   

2. Materials and Methods  
2.1. Studied area 

The study site demonstrated a sub-area of the 
mining region Talcher Coalfield located in the 
Angul District of Odisha State. The study location 
is geographically represented as shown in Figure 1, 
at the centre of Angul District lies latitude 20.950N 
and longitude 85.230E. The Geological Survey of 
India estimates 38.65 billion tonnes of coal 
reserves in the Talcher Coalfield, India's most 
notable coal resource. Additionally, the coalfield is 
separated into five distinct producing areas 
Talcher, Jagannath, Kalinga, Lingaraj, and Hingula 
across its 500 km2 cover [36]. 

 
Figure 1. Studied area of sub-part of Talcher coalfield, Odisha. 

2.2. Labelling and generation of image dataset 

Acquiring satellite data from different sources 
is the preliminary and pivotal stage in the LU 
classification (https://earthexplorer.usgs.gov). In 
the present study, the LU analysis will make use of 
data from the Sentinel-2A satellite that was 
acquired in the year 2019. Sentinel-2A is a 
component of the Copernicus Programme that was 
developed by the European Union (EU), and is 
responsible for the systematic acquisition of optical 
imagery with a high spatial resolution (10 m to 60 
m) over land and coastal seas. Data across the three 

visible bands (red, green, and blue) is layered to 
generate a single band that can be used to 
categorize features. Table 1 contains an in-depth 
breakdown of the data's properties and qualities 
(https://gisgeography.com/sentinel-2-bands-
combinations/). Image pre-processing involves 
processing raw satellite data. It does this by either 
lowering the amount of distortion in the satellite 
picture or increasing the number of features that 
can be processed and analysed [38]. The satellite 
data that was collected from the relevant 
government agency is in the form of an array of 
pixel values, and each pixel possesses the property 
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of a scene that was measured over a specific 
geographic region [39]. The study primarily 
examined the average brightness of the imagery 
after it was filtered through red, green, and blue 
bands [40]. Although there is a large quantity of 
image data already available, this was the focus of 
the research. The values of the pixels occupying the 
image are all preserved as an 8-bit integer, and their 

range of possible values is ranging from 0 to 256, 
depending on the brightness [41]. In the pre-
processing of images, cropping the image [42] and 
filtering the image [43] are both included, and it is 
possible to evaluate the area of interest (AOI) by 
excluding irrelevant segments of the image that are 
displayed.  

Table 1. Characteristics of Sentinel-2 data in visible bands. 
Sl. No Bands Central wavelength (nm) Resolution (m) 

1 Band 2 (Blue) 492.4 10 
2 Band 3 (Green) 559.8 10 
3 Band 4 (Red) 664.6 10 

 
The process of creating the dataset involves 

extracting smaller, class-specific images from 
larger-scale imagery, resulting in a comprehensive 
collection of sub-scale images for various classes. 
By analysing the pixel values of surface spatial 
features, sub-scale imagery was produced, 
revealing a remarkable variation in distinct classes. 
This ensuing collection of images is truly 
comprehensive, covering a diverse range of 
classes. Also the database was generated by 

cropping the 3-band composite image into a scale 
of (10∗10) sub-image for five different classes viz. 
coal area, barren area, built-up area, water area, and 
vegetation area. A total of 100 cropped images 
derived for each class have represented a sample of 
cropped images as shown in Figure 2. Entirely 
these images are labelled in a regular scale size of 
array form such as [10,10,3], where 10 pixels of 
width,10 pixels of height and 3 channel. 

 
Figure 2. Benchmark of remote sensing image of scale size [10, 10, 3] for sample class of spatial features and true 

view of google earth image. 
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2.3. Methodology  

The process of promising an automatic system 
for the studying of coal mine surfaces using a 
satellite data flowchart is shown in Figure 3. 

2.3.1. ANNs architecture 

For the study of LU classification in remote 
sensing images, this research endeavour to design 
an ANNs algorithm is being applied [50]. In the 
same approach that the human visual brain 
processes information, the training dataset is 
processed into an ANNs model for LU 
classification [43]. ANNs are strong computational 
frameworks that explore the essential dynamics 
that drive neural networks and reveal the 
approaches used at each level, revealing their 
transformational potential. These complicated 

webs of linked nodes have shown exceptional skills 
in modelling complex patterns and deriving 
significant insights from data. This sample dataset 
possesses a collection of precisely 500 sample 
patches, which have been sensibly allocated among 
the realms of training, validation, and testing, 
adhering to a harmonious distribution ratio of 70% 
for training and an equally significant 30% for 
validation or testing purposes. In addition to that, 
this consists of three parameters of layers, all of 
which are tied to the weights of the layers and are 
shared throughout the input indicated in Table 2. 
Figure 4 depicts a class of feedforward network 
structure called the three-layer perceptron, that can 
be found [44]. In the end, it is depicted as one feed-
forward network among five outputs on the output 
layer via processing an activation function. It also 
includes a hidden layer.  

 
Figure 3. Adopted flowchart of pixel-based pattern coal mine surface study on land use classification.  

Table 2. Parameter setting of ANNs layers. 

 

Sl. No Layer name Description Neurons 

1 Input 

10*10*3 scale size of images, number of 500 images 
sample collected into dataset. Each class has 100 image 
sample among five class viz. Coal mining area, Built-up 

area, Barren area, vegetation area and water body 

300 

2 Hidden Colum/row wise arrangement of spatial feature value and 
synapse of information by neural network passes. 40 

3 Output Classified five class viz. viz. Coal mining area, Built-up 
area, Barren area, vegetation area and water body 5 
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Figure 4. ANNs learning framework of mining activities region. 

Training outlines ANNs capabilities, gradient 
descent, and a well-chosen training dataset alter the 
network's weights and biases repeatedly. The 
network refines its parameters via backpropagation 
and forward propagation to reduce the difference 
between expected and actual outputs. The training 
step helps the ANN learn complex patterns from 
the training data. The efficiency and scalability of 
ANNs must be tested. Likewise, the network is put 
through its paces utilizing data that wasn't part of 
its training. The model's resilience and adaptability 
to new data may be measured by accuracy, 
precision, recall, and the F1 score. It could 
potentially be worthwhile to verify the network's 
capabilities outside of the training set using cross-
validation methods like as k-fold validation in an 
attempt to boost the reliability of the evaluation. 
Cross-validation is an example of a practice that 
may be used.  

The feed-forward ANNs [45], the input dataset 
௜ݔ  of images are followed for input network and 
directly connected to the output layer nodes ݈ଵ, ݈ଶ, 
݈ଷ, ݈ସ, ݈ହ . These output nodes are used activation 
function ܣଵ, ܣଶ, ,ଷܣ ,ସܣ ହܣ    to yield the output ݋ଵ, 
,ଶ݋ ,ଷ݋ ,ସ݋  .ହ represented in Equations (1) to (5)݋
 

ଵ݋ = ଵ(݈ଵ)ܣ  = ଵܣ ൭෍ ௜ݔଵ,௜ݓ + ܾଵ

ଷ଴଴

௜ୀଵ

൱ (1) 

ଶ݋ = ଶ(݈ଶ)ܣ  = ଶܣ ൭෍ ௜ݔଶ,௜ݓ + ܾଶ

ଷ଴଴

௜ୀଵ

൱ (2) 

ଷ݋ = ଷ(݈ଷ)ܣ  = ଷܣ ൭෍ ௜ݔଷ,௜ݓ + ܾଷ

ଷ଴଴

௜ୀଵ

൱ (3) 

ସ݋ = ସ(݈ସ)ܣ  = ସܣ ൭෍ ௜ݔସ,௜ݓ + ܾସ

ଷ଴଴

௜ୀଵ

൱ (4) 

ହ݋ = ହ(݈ହ)ܣ  = ∑ହ൫ܣ ௜ݔହ,௜ݓ + ܾହ
ଷ଴଴
௜ୀଵ ൯    (5) 

 
The activation function ܣ௜ୀଵ,ଶ,ଷ,ସ,ହ are varies 

from the feed forward neural network of weight  
 ௜ୀଵ,ଶ,ଷ,ସ,ହ with depends upon condition of biasݓ
ܾଵୀଵ,ଶ,ଷ,ସ,ହ to fit for network. Generally, feed 
forward network is applied activation function 
based on linear and logistic (sigmoid) due to 
instead of structure three layers [45]. Also the 
stochastic gradient descent (SGD) is most popular 
computing model of gradients represented a 
graphically of loss/cost function based on 
performance of neural network [34]. Here, neurons 
are represented in input layer act as buffer for 
transferring the input data to neurons in hidden 
layer. After that, each active neuron ݆  in the hidden 
layer sums up its input dataset ݔଵ after feed a 
weighting them with the strengths of the particular 
connections ݓ௝,௜ from the input layer. The end is 
done output ݋௜ calculated by function ݂ of the sum 
as similar Equation (6). 

௜݋ =  ݂ ൭෍ ௝,௜ݓ ௜ݔ  
௡

௜ୀଵ

൱ (6) 

Similar, the backpropagation SGD [48] is 
provides to alter ∆ݓ௝,௜ the weight of connection 
between neurons ݅ and ݆ as Equation (7). The 
representation of ߛ,  ௝ is learning rate, a factorߜ
depending on neurons ݆  as input or hidden neurons. 

௝,௜ݓ∆ = ௜ݔ௝ߜߛ  (7) 
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Also more prospective representation of ߜ௝ is 
encountered the terms in Equation (8). ߲݊݊݁ݐ௝  as  
the aggregate weighted summarization of input 
dataset to neurons ݆ with time ݋ , ݐ௝

(௧) as the target 
output  for neurons ݆. 

௝ߜ = ቆ
߲݂

௝ݐ߲݁݊݊
ቇ ௝݋ )

(௧) −  ௝) (8)݋

Computing error is impotence of SGD model 
but it is useful in layered feed forward neural 
network training so that a greater number of 
iterations are required for changing the weights. 
Sometimes, weight decay is happened due to 
penalize the weights of hidden neurons. This 
weight decay is resolved and prevents the neural 

network fitting. This is used a simplest error 
function (ߦ) in Equations (9) to (12), where an 
initial error function ߦ௜  is sum of squared difference 
between actual and predicated outcome values, ܿ  is 
a positive constant and remaining parameter as 
explained previously. 

ߦ = ௜ߦ + ܿ ෍ ෍ ௜,௝ݓ
ଶ

௝௜

 (9) 

Let us assume for the SGD to minimize error, 
so there are required the changed weight update 
rule [49] and put ݊௧௛ iteration in equation (10). 
After that, the mathematical induction is applied in 
equation (11) and further, expressed to hold 
iteration for true in equation (12). 

 

Δݓ௜,௝൫݊௧௛ ݅݊݋݅ݐܽݎ݁ݐ൯ = )ߛ−
ߦ߲

௜,௝ݓ߲
)(݊௧௛݅݊݋݅ݐܽݎ݁ݐ) (10) 

Δݓ௜,௝൫݊௧௛ ݅݊݋݅ݐܽݎ݁ݐ൯ = ߛ− ቆ
ߦ߲

௜,௝ݓ߲
ቇ ൫݊௧௛݅݊݋݅ݐܽݎ݁ݐ൯ −  (11) (݊݋݅ݐܽݎ݁ݐ௧௛݅݊)௜,௝ݓߛ2ܿ

Δݓ௜,௝൫݊௧௛ ݅݊݋݅ݐܽݎ݁ݐ൯ = ߛ− ቆ
ߦ߲

௜,௝ݓ߲
ቇ ൫݊௧௛݅݊݋݅ݐܽݎ݁ݐ൯ − ൫1 −  (12) (݊݋݅ݐܽݎ݁ݐ௧௛݅݊)௜,௝൯ݓߛ2ܿ

 
Now, ห1 − ௜,௝หݓߛ2ܿ < 1, the condition is 

represented weighted decreases tend to zero. Thus 
it is allowed for large weights to carry on while 
small weight. Similarly, vice versa of error 
function is used as reciprocal of weights then allow 
small weights to carry on while large weights tend 
to zero.  

2.3.2 Accuracy assessment of an automated 
classification system 

An assessment of the model's ability to predict 
was carried out with reference to the following 
indices: accuracy, precision, recall, and F1-score 
[56]. All of the indices were computed by 
leveraging the use of the confusion matrix's 
properties, as shown in the Equations (13)-(16). 

Accuracy = (୘୔ ା ୘୒)
(୘୔ ା ୊୔ ା ୘୒ ା ୊୒)

 (13) 

Precision = (୘୔)
(୘୔ ା ୊୔)

 (14) 

Recall = (୘୔) 
(୘୔ ା ୊୒)

 (15) 

F1-Score = (ଶ × ୔୰ୣୡ୧ୱ୧୭୬ × ୖୣୡୟ୪୪) 
(୔୰ୣୡ୧ୱ୧୭୬ ା ୖୣୡୟ୪୪)

 (16) 

Where, prediction measures terms include TP 
(true positives), TN (true negatives), FP (false 
positives), and FN (false negatives). 

3. Results and Discussion 

Our proposed ANNs model is a meticulously 
compiled and powerful tool that accurately maps 
datasets for LU classification. There was 
a carefully split labelled dataset into a training set 
(consisting of 70% of the data) and a testing set 
(consisting of 30% of the data) to improve our 
model's accuracy and dependability. At the 
beginning of the training process, the network 
weights are initialized to small, random values. The 
weight modification process is carefully designed 
to ensure that the network produces a coherent and 
dependable output across a diverse range of dataset 
categories. Thus it is closely analysed the model's 
performance on the training dataset and observed a 
steady increase in classification accuracy with each 
iteration, up to a certain point, after which the 
accuracy levelled off and remained constant. 

Figure 5 (a) depicted the performance plot for 
our time evaluation model, featuring three distinct 
curves that illustrate the evolution of mean squared 
error (MSE) across training, testing, and validation 
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epochs. After an exhaustive analysis of the model's 
performance, they were pleased to discover that it 
achieved its best validation results with an 
impressively low MSE of 0.10765, which occurred 
at the 33rd epoch and is denoted by a prominent 
vertical dash line. 

As expected, the network demonstrated 
superior performance during the training stage as 
compared to the testing stage since the test data's 
desired outputs are inherently unknown to the 
network. Therefore, it utilizes the gradient descent 
technique to find the spatial feature with the lowest 
level of error to ensure reliable LU classification. 
Epoch is defined as the iteration required to 
perform learning, which is determined by the 
learning rate or gradient shown in Figure 5(b). 
Here, the gradient increases and then decreases the 
number of epochs, but it reaches 0.13196 at 39 

epochs. Additionally, validation checks are 
dependent upon validation failure 6 within the 
learning rate at 39 epochs. 

Besides, it is also examined the error histogram 
of the trained neural network for the training, 
validation, and testing steps. As shown in Figure 
5(c), the data fitting errors are distributed within a 
reasonably good range around zero. These are 
represented that most of bar graph the 
measurements fall within value of error -0.02665, 
with a peak at 400 instances. Moreover, the error 
histogram indicates that the measurements are 
relatively accurate and consistent, with only a few 
measurements having significant errors. Also, it is 
identified patterns and trends in the data and takes 
corrective action to improve the accuracy of the 
measurements. 

 
Figure 5. Tracking the dynamic performance: (a) MSE across epochs for training, testing, validation, (b) 

Gradient and validation checks (validation failure), and (c) the distribution of errors using the error histogram. 

The efficacy of the ANNs model is evaluated 
with the aid of the confusion matrix, which is able 
to be seen in Figure 6. This confusion matrix also 
includes different categories of barren areas, coal 
mining area, built-up area, vegetation area and 
water body. As a way to achieve this accurate 

examination of the model, it is split up into 
training, and validation matrix. Its contrast 
performance in confusion matrices, namely 
training, and validation accuracy was 88%, and 
73.6%, respectively. 
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Figure 6. Estimation of the classifier accuracy: (a) Training confusion matrix, and (b) Validation confusion 

matrix. 

Table 3 presents insightful metrics on the 
classifier's performance for each land use type. The 
accuracy in Table 3(a)-(b) reveals that the training 
dataset outperformed the validation dataset by 
5.79% (barren land), 7.01% (built-up area), 15.3% 
(coal area), 5.66% (vegetation), and 5.73% 
(waterbody). Similarly, the precision indices 
indicate that the training dataset surpassed the 
validation dataset by 0.16 (barren land), 0.22 (built-
up area), 0.18 (coal area), 0.25 (vegetation), and 

0.14 (waterbody). In terms of recall, the training 
dataset outperformed the validation dataset by 0.22 
(barren land), 0.29 (coal area), and 0.21 
(waterbody). Finally, the F1-score, which provides 
a balanced measure of performance, showed that 
the training dataset outperformed the validation 
dataset by 0.19 (barren land), 0.14 (built-up area), 
0.27 (coal area), 0.25 (vegetation), and 0.19 
(waterbody). 

Table 3. Confusion matrix demonstrates the classifier's ability to assess the land use types: (a) training dataset 
and (b) validation dataset. 

a) For training dataset 
Class Barren land Built-up area Coal area Vegetation Waterbody 

n (truth) 37 34 30 39 25 
n (classified) 43 38 23 39 22 
Accuracy 96.36% 97.58% 94.55% 100% 98.18% 
Precision 0.86 0.89 0.96 1 1 
Recall 1 1 0.73 1 0.88 
F1 Score 0.93 0.94 0.83 1 0.94 

b) For validation dataset 
Class Barren land Built-up area Coal area Vegetation Waterbody 

n (truth) 9 10 16 9 9 
n (classified) 10 15 9 12 7 
Accuracy 90.57% 90.57% 79.25% 94.34% 92.45% 
Precision 0.70 0.67 0.78 0.75 0.86 
Recall 0.78 1 0.44 1 0.67 
F1 Score 0.74 0.80 0.56 0.75 0.75 

 
In this study, there have utilized ANNs model 

to estimate the area of LU classes in the mining 
activity regions of a sub-part of Angul District in 
Odisha, India. The spatial features of interest are 
the AOI derived from 10-meter resolution Sentinel-
2A satellite data. The LU classes of interest are 
those which are typically associated with mining 

activities such as barren land, water bodies, 
vegetation, and built-up areas.  Also the use of 
ANNs in this study allows for the estimation of the 
area of the various LU classes with a high degree 
of accuracy. This is particularly important in 
mining activity regions where accurate estimation 
of the extent of barren land or other land use types 
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can inform land management and conservation 
strategies. 

It’s employed a quantitative analysis approach 
as described in [50]. This involved determining the 
proportions of pixels within the AOI that contained 
each LU class, which provides valuable 
information on the extent of each class within the 
study area. The resulting classified classes are 
presented in Figure 7 (a), which shows the spatial 
distribution of the various LU classes in the study 
area. The use of RGB bands in the Sentinel-2A data 
allowed for the clear visualization and 
classification of the different LU classes, which 
include barren land, water bodies, vegetation, and 
built-up areas. 

It utilized a patch-based approach. Each patch 
contained a group of 10 by 10 pixels, and the AOI 
was divided into 640 by 1080 patches in total. By 
converting pixels to area using the sensing 
resolution of the Sentinel 2-A data, there were able 
to estimate the total area of the AOI. Specifically, 

the area of each patch was determined by 
multiplying the area represented by a single pixel 
by the number of pixels in the patch. This resulted 
in an AOI area of {(640*1080) *(10*10) *10} m2, 
or approximately 691.2 km2. The use of a patch-
based approach allowed for the accurate estimation 
of the area of each LU class within the AOI, which 
is particularly important in areas undergoing rapid 
land-use changes, such as mining activity regions. 
The resulting area estimates provide valuable 
information for land management and conservation 
strategies, as well as informing policy decisions 
related to land use and development.  

The histogram map of LU in year 2019 
coverage in percentage wise each class is 
illustrated in Figure 7 (b) shows that the LU 
classification among five class viz. Coal mining 
area ~5%, vegetation area ~24%, Water body area 
~ 6%, Built-up area ~ 25%, Barren land area ~ 
26%, and unclassified area remaining ~ 14%.  

 
Figure 7. Estimation of the classifier: (a) Land use map of Talcher coalfield located in Angul district of Odisha 

state, and (b) Land use percentage coverage of different class. 

4. Conclusions 

In this study, it applied the practices of ANNs 
based remote sensing image analysis for the pattern 
classification of mining activities regions into five 
distinct classes, namely Coal mining area, 
Vegetation area, Water body area, Built-up area, 
and Barren land area. The use of ANNs in this 
context allowed for efficient and accurate 
classification of the satellite data, which is 
particularly important for mapping land use 
patterns in mining activity regions where rapid 
land-use changes are occurring. Our findings 

indicate that the ANNs model performed 
exceptionally well, achieving promising results 
with fast execution times. Furthermore, the 
accuracy assessment of the LU map demonstrated 
a determination ability of up to 79.4%, which 
highlights the model's potential for accurately 
classifying land use types in the study area. The 
future scope for the utilization of the model has 
significant potential moving forward. It strongly 
advises you to continue optimising your system so 
that it processes faster and more accurately. For 
evidence of the model's flexibility, it may be 
necessary to undertake further testing on larger 
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datasets and compare the results from many 
models. Insightful knowledge on using ANNs for 
remote sensing image processing in mining activity 
areas may be gained from this research. More 
importantly, it highlights the possibility of these 
methods contributing to efficient land-use 
management and conservation policies in locations 
that land-use is changing rapidly. 
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  چکیده:

اوLU( نیزم  يکاربر  يطبقه بند اس تصـ تفاده از  مؤتواند به طور  یاسـت که م  زیکار چالش برانگ  کیسـنجش از دور   ری) بر اسـ مورد    يریادگیچارچوب    کیثر با اسـ
  ،ی ژگ یاســتخراج و  يهاکیدر تکن  شــرفتیدارد. با وجود پ یمشــکل قابل توجه  ن،یزم  يبر اســاس کاربر هاکســلیپ  قیدق  يبندحال، طبقه  نی. با اردیتوجه قرار گ

  يها مطالعه که در تالچر، ادُیشــا، هند انجام شــد، محققان اســتفاده از شــبکه نیمتفاوت باشــد. در ا یتواند به طور قابل توجهیم  يریادگی  يهاتمیالگور  یاثربخش ــ
ب نوع  یعصـ اس مجموعه داده  نیزم  يکاربر  يبندطبقه ي) را براANN( یمصـ دهيآورجمع  يهابر اسـ نهادیپ  Sentinel-2ماهواره    طتوس ـ شـ مطالعه بر  نیکردند. ا شـ

ده، منطقه با میتقس ـ  نیاز زم  زیمتما  يمنطقه تالچر متمرکز بود که به پنج کلاس کاربر يرو اخته شـ نگ، منطقه سـ ش گ  ر،یشـد: منطقه زغالسـ و    یاه یمنطقه پوشـ
آمده از مطالعه،  دسـتبه ج یبود. نتا  نیزم  يکاربر  يبندتالچر، بهبود دقت طبقه  یدندر منطقه مع  یمصـنوع  یعصـب  يهامنطقه آب. هدف محققان با اسـتفاده از شـبکه

مرتبط با   يهابه چالش یدگیرس ـ  يرا برا  يریادگیچارچوب  کیسـنجش از دور و   ریاسـتفاده از تصـاو  تیاهم  یقاتیکار تحق نیدرصـد را نشـان داد. ا  79.4 یدقت کل
ــلیبر پ یمبتن  نیزم  يکاربر  يبندطبقه ــان کس ــبکه نی. ادهدیم  نش ــتفاده از ش ــب  يهامطالعه با اس ــنوع  یعص ــتفاده از داده  یمص ،  Sentinel-2ماهواره    يهاو اس

ــمند  يهانشیب ــته  يبندطبقه يرا برا يارزش ــرفتیبه پ  هاافتهی.  کندیمختلف در منطقه تالچر هند ارائه م  يکاربر  يهامؤثر دس   لی و تحل هیتجز  يبرا  هاکیتکن ش
 .کنندیمنابع کمک م تیریو مد ستیزطینظارت بر مح ،يشهر يزیرمختلف مانند برنامه يهانهیبالقوه در زم يبا کاربردها ن،یزم يکاربر قیدق

  .تیژئوسا ،یشناس نیزم راثیم حفاظت، د،یجد دهیپد ن،یزم علوم ن،یزم از حفاظت کلمات کلیدي:

  

 

 

 


