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Abstract 
This paper presents a quantitative modeling for delineating alteration zones in the 

hypogene zone of the Miduk porphyry copper deposit (SE Iran) based on the core 

drilling data. The main goal of this work was to apply the Ordinary Kriging (OK), 

Artificial Neural Networks (ANNs), and Concentration-Volume (C-V) fractal modelings 

on Cu grades to separate different alteration zones. Anisotropy was investigated and 

modeled based on calculating the experimental semi-variograms of Cu value, and then 

the main variography directions were identified and evaluated. The block model of Cu 
grade was generated using the kriging and ANN modelings followed by log-log plots of 

the C-V fractal modeling to determine the Cu threshold values used in delineating the 

alteration zones. Based on the correlation between the geological models and the results 

derived via C-V fractal modeling, Cu values less than 0.479% resulting from kriging 

modeling had more overlapped voxels with the phyllic alteration zone by an overall 

accuracy (OA) of 0.83. The spatial correlation between the potassic alteration zone in a 

3D geological model and the high concentration zones in the C-V fractal model showed 

that Cu values between 0.479% and 1.023%, resulting from kriging modeling, had the 

best overall accuracy (0.78). Finally, based on the correlation between classes in the 

binary geological and fractal models of the hypogene zone, this research work showed 

that kriging modeling could delineate the phyllic (with lower grades) and potassic (with 

higher grades) alteration zones more effectively compared with ANNs. 

1. Introduction 
The knowledge of ore grades, for example Cu 

grade, is vital information and one of the most 

complicated aspects of both mineral exploration 
and mining. On the other hand, ore grade 

information is a foundation for ore grade control, 

ore reserve evaluation, mine valuation, pit 
optimization, and production scheduling [1, 2]. 

Multiple factors affect an ore grade model 

including the complexity and the spatial 

continuity of the ore body, adequacy of the data to 
monitor the spatial variability, and types of 

techniques used [3]. 

In the past few decades, many attempts have been 

made to achieve a reliable model of ore grades. At 

the beginning, the conventional methods such as 

core drilling combined with chemical analysis 
would apply to achieve an ore grade model. 

However, too much core drilling without 

considering the spatial dependency is expensive 
and time-consuming. Therefore, geostatistical 

techniques were introduced, which were based 

upon spatial relationships between the sample 

locations and the sample components in space. 
Also the underlying assumption of geostatistics 

(mean and covariance) is stationary [4-6]. 

The geostatistical methodology begins with two 
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major steps: structural analysis and kriging. Over 

the past 50 years, many researchers have used 

various geostatistical methods such as simple 

kriging, Ordinary Kriging (OK), lognormal 
kriging, indicator kriging, co-kriging, universal 

kriging, residual kriging, moving window 

regression residual kriging, disjunctive kriging, 
and stochastic simulation such as Sequential 

Gaussian Simulation (SGS) and Sequential 

Indicator Simulation (SIS) in ore grade modeling. 
Kriging, as a group of geostatistical methods, is an 

interpolation technique that considers both the 

degree of variation and the distance between 

known data points in estimating the values in 
unknown areas [7-18]. 

Despite the widespread application of 

geostatistical methods, they suffer from some 
limitations. They are based upon certain stationary 

assumptions like being a second-order stationary 

random field with an unknown constant mean as 
well as using a linear correlation between any two 

points in space and applying the variogram model 

for representing a complex geological setting. 

Furthermore, the algorithm requires abundant data 
to be processed, which restricts their learning and 

efficient application. Other disadvantages of this 

method include requiring deep mathematical 
thinking and skills and taking too much time to 

get the preferred solution [4, 14, 19]. 

Due to the aforementioned problems, many 

research works have been conducted to inspire 
from nature. One of the methods inspired from 

nature is computational intelligent methods 

including neural networks (NNs), evolutionary 
computation (EC), swarm intelligence (SI), and 

fuzzy systems (FS) [20-27]. An alternative 

approach that has been considered particularly in 
the last decade for grade estimation is the 

application of Artificial Neural Networks (ANNs) 

systems. Neural networks have emerged as 

powerful tools to model complex systems [28]. 
The NN analysis enables the estimation of ore 

grades using various algorithms with sparse 

analog data as the input. Since the data analytical 
approaches are carried out in parallel and 

distributed methods in neural networks, their 

ability to recognize the complex relationships 
between multiple variables can be presented to 

NN. In general, the purposes of ANNs applied to 

grade estimation include (a) a fast and reliable 

grade estimation, (b) minimizing the required 
assumptions on grade distribution, (c) minimizing 

expert knowledge requirements, and (d) making 

the quality of the estimates independent from the 
skills and knowledge of the expert [19, 29, 30]. 

However, there are several problems concerning 

the efficiency of NNs that affect their 

performance like the topology, weight, and 

training parameters [31]. 
Identification of geological units using  

petro-graphical and mineralogical studies and 

borehole data is performed by applying different 
conventional methods, which discretize different 

populations but ore grades are not considered in 

all of the resulting models. The relationship 
between the geological variation and ore grades 

leads to using another data processing approach 

like fractal geometry that describes the complexity 

in data distribution to find different geological 
units [32, 33]. 

Natural phenomena like geo-related sciences 

cannot be investigated through Euclidean 
geometry [34]. Mandelbrot (1983) has proposed 

the fractal geometry, which can explain natural 

processes [35]. Fractal/multi-fractal modeling, as 
a useful data processing method, can be applied 

on geosciences like geochemical exploration, 

mineral exploration, and economic geology [36-

46]. 
The complex spatial distribution of ore elements 

has fractal dimensions, which shows a self-

similarity in different geographical scales. 
Differences in some of the physical characteristics 

in geological and geochemical processes such as 

vein density or orientation, lithology, fluid phase, 

structural feature, alteration phenomena, and 
dominant mineralogy correspond to fractal 

dimensions, so it is possible to find the geological 

populations and the corresponding spatial models. 
Threshold values in fractal/multi-fractal log-log 

plots may be used to discriminate different 

populations such as various types of alterations 
and mineralized or barren zones [32, 41, 43, 47-

55]. 

During the recent decades, various fractal 

methods have been proposed in different branches 
of geosciences, especially geochemical pattern 

recognition such as Number-Size [35], 

Concentration-Area [38], Size-Grade [37], 
Concentration-Perimeter [56], Spectrum-Area 

[57], Concentration-Distance [42],  

Concentration-Volume [32], Spectrum-Volume 
[58], Concentration-Number [41], and Simulated  

Size-Number [59]. 

In this paper, we aimed to compare the abilities of 

the ANNs and kriging methods for estimating the 
block model of ore grades in order to determine 

the best model in isolating the societies under the 

C-V fractal process, and finally, to give the best 
alteration model in the hypogene zone of the 
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Miduk mine. The efficacy of the models was 

measured in comparison with the geological 

logging information, and their performance was 

compared with each other. 
This paper is organized as what follow. In the next 

two sections, various aspects of regional geology, 

geological setting, and alteration zones of the 
studied area are investigated. Section 4 gives an 

overview of the methods, and their principles, 

advantages, and limitations. The results obtained 
are discussed in Section 5. Finally, the 

conclusions are presented in Section 6. 

2. Geological setting 

Among the copper deposits, porphyry deposits are 
the world main copper resources that supply 

three-fourths of the world copper production [60]. 

Various compositions and igneous rocks host 
porphyry copper deposits (PCDs). Granodiorite, 

quartz monzonite, quartz diorite, diorite, 

monzonite, andesite, and dacite are the most 
important host rocks of PCDs. These diverse rock 

types host different world-class deposits like 

Butte, Montana (Quartz monzonite), Cananea, 

Mexico (granodiorite), Caspiche, Chile (diorite), 
and Miduk, Iran (quartz diorite) [61-64]. 

Most PCDs in Iran occur in the Cenozoic  

Sahand-Bazman orogenic belt (Figure 1), which 
has been introduced by the subduction of the 

Arabian plate under the central Iran during the 

Alpine orogeny [65-67]. The most important 

copper deposits of Iran (e.g. Miduk, Sar-
Cheshmeh, and Sungun) occur in this orogenic 

belt in association with mid- to late-Miocene 

diorite/granodiorite to quartz-monzonite stocks 
[20, 26, 68-71]. 

The Miduk porphyry copper deposit is located in 

the Shahr-Babak area (Kerman province, Iran), 85 
km NW of the Sar-Cheshmeh PCD. The deposit 

was explored in 1970s after the exploration of the 

Sar-Cheshmeh deposit. The Miduk deposit is 

surrounded by intensely biotitized volcanic rocks 
and is hosted by a quartz diorite stock [20, 72, 

73]. 

3. Mineralization and alteration 
Alteration, mineralization, and distribution of 

veins in different world PCDs show similar 

patterns [63, 74-76]. The typical alteration 
zonation comprises the inner potassic alteration 

(K-silicates), sericitic alteration (that may cut the 

K-silicate zone), and the outer propylitic alteration 

[77, 78]. Investigations on the Miduk PCD show 
that the alterations are formed in an alkali 

metasomatic process, and include potassic, 

transitional (potassic-sodic), phyllic, and 

propylitic. The dominant alterations in the initial 

hydrothermal process are potassic and propylitic, 

followed by a later phyllic alteration [20, 26, 79, 

80]. 

3.1. Potassic alteration zone 

The potassic alteration zone of the Miduk PCD is 

the first intense alteration zone that is 
characterized by potassic minerals like K-feldspar, 

Mg-enriched biotite, and anhydrite. This zone was 

formed during the alkali metasomatism developed 
as halos surrounding the veins mostly in the deep 

and central parts of the Miduk stock. There is a 

close spatial relationship between the potassic 

alteration and mineralization, in which 70% of the 
copper content was emplaced [20]. 

3.2. Propylitic alteration zone 

Ubiquitous epidote, chlorite (± pyrite ± calcite), 
and plagioclase crystals are the main observed 

minerals in this 400-meter-wide alteration zone. 

The propylitic alteration zone has a relatively 
sharp border with the potassic alteration zone in 

depth but the border is cut by the later phyllic 

zone at shallow levels. Chloritization of biotite 

crystals (primary and secondary) and groundmass 
in the rocks around the central potassic zone 

represent the propylitic alteration [20]. 

3.3. Sodic alteration zone 
In the central part of the stock, the potassic zone 

was overprinted by the pervasive sodic alteration 

that changed peripherally into the phyllic 

alteration. Albite rims on orthoclase, albite 
replacement of An-rich plagioclase, and the 

distinct white color of the altered rocks are some 

of the characteristics of this alteration [20]. 

3.4. Phyllic alteration zone 

An increase in the muscovite proportion causes a 

gradual change, which transits the sodic alteration 
to the phyllic alteration. Separation of the phyllic 

and sodic alteration zones is not easy due to the 

intense silicification caused by the latter alteration 

process. During this weak alteration, the reserve is 
overprinted by alkali metasomatic assemblages 

and contains pyrite ± chalcopyrite ± quartz veins. 

The replacement of rock-forming silicates by 
sericite and quartz is another characteristic of the 

phyllic alteration [20]. 

3.5. Argillic alteration zone 
In this alteration, the partial alteration of feldspar 

to clay minerals occurs down to a depth of 20 m 

and an assemblage of clay minerals, quartz, and 

hematite replaces the entire rock. The dominant 
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phyllosilicate mineral is kaolinite, which is 

accompanied by illite [20]. 

3.6. Supergene enrichment 

There are two different mineralized zones in the 
supergene enrichment phase of the Miduk PCD 

containing the leached oxidized and the supergene 

sulfide zones. The leached capping layer, which 
covers the supergene sulfide blanket, is 50 m thick 

in average and contains limonite, copper 

carbonates, and chalcanthite. Moreover, the 
supergene zone is several meters thick, and 

principally contains chalcocite with a minor 

amount of covellite [20]. 

3.7. Hypogene zone 
Copper mineralization in the hypogene zone of 

the Miduk PCD seems to be introduced during the 

transition from the potassic/sodic to the phyllic 
alteration. The predominant occurrence of earlier 

mineralization is in veins with sercitic halos in the 

potassic zone, and the later mineralization occurs 
mainly as disseminations and veinlets. The main 

copper mineralization during the potassic 

alteration consists of chalcopyrite and minor 

bornite, while the later phase of the hypogene 
mineralization only includes chalcopyrite. 

Sericitization and chloritization of feldspars and 

biotite occur from the central part of the stock to 
the margins, and are accompanied by an increase 

in the sulfide content. From the richest hypogene 

copper mineralization zone to the margins, the 

ratio of pyrite to chalcopyrite varies from 3:1 to 
13:1 [20]. 

4. Methods 

4.1. Ordinary kriging (OK) 
Over the past decades, different spatial 

interpolation methods have been presented by 

numerous researchers. However, most of them are 
related together and have similar principles. 

Spatial interpolation models can be categorized 

into two classes: (a) mechanical/deterministic, and 

(b) statistical/probability groups. The mechanical 
models are based upon empirical model 

parameters, which include techniques like Inverse 

Distance Weighting (IDW) and Splines. They do 
not consider the error estimation. In contrast, the 

parameters of statistical/probability techniques are 

estimated based on the probability principals and 
consider the error estimation. One of the most 

important statistical/probability models is kriging, 

which is based on the “Theory of Regionalized 

Variables” [81, 82]. The technique was first 
introduced by Krige (1951) but in 1963, G. 

Matheron derived the formulas and founded the 

linear geostatistics [83, 84]. The kriging 

technique, which is commonly known as a 

‘minimum variance estimator’, consists of two 
basic steps. The first is an estimation of the semi-

variogram using sample data, given by: 

 
n(h)

2

i 1

1
(h) z(i) z(i h)

2.n(h) 

     (1) 

where (h) is the estimate of semi-variance, n(h) is 

the number of pairs observed [z(i), z(i+h)], and h 
is the distance between the pairs. 

The second is predicting the value at unknown 

spatial coordinates through a linear combination 
of measured values shown by: 

n
*

0 i i

i 1

z (x ) .z(x )


   (2) 

where z
*
(x0) is the estimated value for any 

location x0, n is the number of measured value 

z(i), z(xi) is the value involved in the estimation, 

and i is the weight attached to each measured 
value z(i). 

The best estimator is always unbiased and has a 
minimum variance. Therefore, the kriging system 

can be deduced as: 

n

j i j i 0

j 1

. (x ,x ) (x ,x )


       (3) 

where 
i 0(x , x )  is the semi-variance function of 

a vector with an origin at xi and extremity at x0; 

i j(x , x )  is the semi-variance function of a 

vector with an origin at xi and extremity at xj; and 

 is the Lagrangian multiplier [82]. 

 
OK is an appropriate geostatistical estimator and 

the most useful technique among the different 

kriging methods [4, 82, 85]. OK, as a linear 
estimation method, assigns weights to the sample 

locations inside the estimation neighborhood, 

which are independent from the data values at 

these locations. OK is a moving average method 
satisfying the different types of data dispersion, 

e.g. sparse sampling points [32, 86-88]. The 

technique minimizes the conditional bias and 
estimation variance for each single estimate at 

each location [13, 84, 89]. Most of the theories 

about OK relies on the work of Georges Matheron 
(1963), and have been developed by some others 

[4, 90-94]. 

In mathematical terms, OK is a spatial 

interpolation estimator 0Ẑ(x )  that is used to find 
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the best linear unbiased estimate of a second-order 

stationary random field with an unknown constant 

mean, as follows: 

n
Ẑ(x ) Z(x )

0 i i
i 1

 


 (4) 

where 0Ẑ(x ) = kriging estimate at a non-sampled 

location x0; Z(x0) = sampled value at location xi; 

and i = weighting factor for Z(xi). 
The estimation error is: 

N

0 0 0 i i 0

i 1

Ẑ(x ) Z(x ) R(x ) Z(x ) Z(x )


      (5) 

where Z(x0) = unknown true value at x0; and R(x0) 

= estimation error. For an unbiased estimator, the 

mean of the estimation error must equal zero. 
Therefore: 

E{R(x0)} = 0 (6) 

And 

N

i

i 1

1


   (7) 

A minimum variance of estimation error is 

required for solving the interpolation problem by 

kriging [85-87, 92, 93]. 

4.2. Artificial neural networks (ANNs) 

A very powerful method that has attracted the 

attention of the researchers over the past few 
decades is ANNs, which has been used for ore 

grade modeling [31]. ANNs has a non-linear 

mathematical structure that is able to perform any 
curve-fitting operation in a multi-dimensional 

space. Hence, it is able to represent an arbitrarily 

complex data generating a process that links the 

inputs and outputs of that process [95]. 
In ore grade modeling/estimation, it is supposed 

that the attributed grade value in an ore deposit 

varies from one location to another, and this will 
be reflected in a complex input and output spatial 

relationship between grade values and spatial 

coordinates in the area of interest. Therefore, the 

output grade is considered to be a function of 
spatial coordinates like X, Y, and Z [96, 97]. 

There are many artificial neural network types 

such as feed forward neural network, Radial Basis 
Function (RBF) network, and Kohonen  

self-organizing network [98]. Three major 

components are particularly important in every 
ANN system: (a) structure of the nodes, (b) 

topology of the network, and (c) the learning 

algorithm used to find the weights of the ANNs. 

On the other hand, in an ANN, each processing 

unit acts as an idealized neuron, receives input, 

computes activation, and transmits that activation 
to other processing units. A weight value, defined 

to represent the connection strength, is associated 

with each connection between these processing 
units. The connection weight of each processing 

unit is optimally determined through the 

presentation of known examples, and application 
of a learning rule. Once the connection weight is 

determined through NN learning, the  

inter-connection between input and output 

embedded in the data is captured [99]. 
An architecture of ANNs with a sigmoid 

activation function is presented in Figure 2. It 

contains an input layer, a hidden layer, and one 
output layer, which are connected by modifiable 

weights and represented by links between the 

layers. Each input vector is presented as the input 
layer, and the output of each input unit equals the 

corresponding elements in the vector. Each hidden 

unit computes the weighted sum of its input to 

form its net activation [100]. The  
above-mentioned subjects can be expressed in 

mathematical terms by Eq. (8): 

d d

j i ij j0 i ij

i 1 i 0

net x w w x w
 

     (8) 

where the subscripts i and j are indexed units in 

the input and hidden layers, respectively, Wij 

denotes the input to the hidden layer weights at 
the hidden unit j, and net j is the activation for 

hidden j. 

Each hidden unit emits an output that is a  

non-linear function of its activation, f(net), in the 
form of Eq. (9): 

j jy f (net )  (9) 

Each output unit similarly computes its net 
activation based on the hidden unit signals as Eq. 

(10): 

H Hn n

k j kj k0 j kj

j 1 j 0

net y w w y w
 

     (10) 

where the subscript k indexes the units in the 

output layer and nH denotes the number of hidden 

units. An output unit computes the non-linear 

function of its net, as Eq. (11): 

k kz f (net )  (11) 
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where zk is the k output unit. Therefore, the total 

network output for a three-layer model can be 

calculated in the form of Eq. (12) [96]: 

Hn d

k kj ji i j0 k0

j 1 i 1

z f ( w f ( w x w ) w )
 

     (12) 

 

 
Figure 1. (a) Geological map of Iran showing major lithotectonic units [20-22], (b) Geological map of Miduk 

region [23-25] and the Earth Observing-1 (EO-1) coverage data, and (c) Detailed geological map of Miduk area 

displaying the distribution of different igneous suites [20, 26]. 
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Figure 2. Architecture of ANNs with sigmoid activation function. 

 

4.3. Concentration-volume (C-V) fractal model 
The C-V fractal modeling, which was first 
proposed by Afzal et al. (2011) for identification 

of different mineralization zones in porphyry Cu 

deposits, can be generally expressed as [32]: 

   -a1 -a2V ρ  υ ρ ; V ρ  υ ρ     (13) 

where V(ρ ≤ υ) and V(ρ ≥ υ) represent the 

volumes with concentration values (ρ) less than or 
equal to and greater than or equal to the contour 

values (υ); and a1 and a2 are the characteristic 

exponents. The contour value (υ) in this model 
explains the boundaries that separate various 

mineralized (alteration) zones and concentration 

populations. In this work, the OK and ANN 

outputs (block model) were processed by the C-V 
fractal method, and V(ρ ≤ υ) and V(ρ ≥ υ) (the 

volumes enclosed by a concentration contour) 

were calculated in a 3D space [32]. 

5. Results and discussion 

5.1. Statistical parameters and spatial 

variability analysis 

Histogram and descriptive statistics of copper 
grades from 21,710 borehole samples in the 

hypogene zone of the Miduk PCD are displayed in 

Figure 3. The copper grade (Cu%) as a 
regionalized variable has no trend in any 

direction; it means that the Cu grade does not 

have any correlation with sample coordinates, so 
it fulfills the first-order stationary assumption 

(Figure 4). The Gaussian kriging method was not 

used in this work. Consequently, the data was not 

normalized and the raw data was utilized. The 

statistical, geostatistical, and visualization 
operations were conducted using the Microsoft 

Excel spreadsheet software and Datamine studios. 

Experimental semi-variograms of Cu grade, as an 

important tool for anisotropy investigation, were 
calculated for different directions with 10° vertical 

angular increments, 5° vertical angular tolerance, 

30° horizontal angular increments, and 15° 
horizontal angular tolerance. The main directions 

resulting from variography are depicted in Figure 

5. The results obtained show a mild anisotropy in 
the azimuth of 155 (major axis). The formulas of 

spherical models fitted to the main directions are 

as follow: 
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where C0 is the nugget constant, C+C0 is the Sill, 

and a is the variogram range. 

The omnidirectional semi-variogram of the copper 
grade data follows a spherical model, which 

reaches a sill of 0.213 (%)
2
 at a range of 389 m 

with a nugget effect of 0.031 (%)
2
, as shown in 

Figure 5-a. Three main directions of the search 

ellipsoid were chosen from experimental 

directional semi-variograms of Cu to create the 
best variography model for the ordinary kriging 

estimation (Figure 5-b). In order to evaluate the 

accuracy of the variogram model, in a process 

called the cross-validation, each one of the grade 
values was estimated using the data from the 

neighborhood. The scatter diagram between the 

actual and the estimated grades are represented in 
Figure 6. 

5.2. Ok estimation 

According to variography and the determined 

evaluation parameters, the OK model was 
generated on a 15 × 15 × 15 (m

3
) grid in the 

hypogene zone of the Miduk PCD. There are 

many advantages in 3D modeling of grade in an 
ore deposit so that it leads to more reliable 

evaluations and judgments about different parts of 

the deposit. The horizontal plans of an OK model 
consisting of levels 1600, 1900, 2200, and 2500 m 

are displayed in Figure 7. 

5.3. ANN estimation 

5.3.1. Data processing 
The available data was classified into two 

categories: (I) inputs (x,y,z) and (II) output (Cu 

grade). Afterwards, the dataset was divided into 
three sections including training (70%), validation 

(15%), and testing (15%). The validation dataset 

used in this work prevents the process from  
over-fitting and works like a criteria for early 

stopping the training process as the network 

performance (for training) reduce. The available 

data was randomly selected to breakdown into the 
determined datasets. Moreover, the available data 

was scaled into [0 1] because it should be in a 

suitable shape for NN training. Data processing 

and neural network modeling were conducted 

using MATLAB (R2014a). 

5.3.2. MLP neural network 

Trial-and-error is the most common way for 
assessment of the optimal structure of MLP. In 

this case, in order to find the optimal structure of 

NN, the network parameters such as the number 
of neurons in the hidden layer were changed, and 

by substitution of the inputs, the final NN 

structure was obtained. In other words, because 
there is no tool to find the best values for NN 

parameters, the only way is to run the different 

networks for various conditions, and select the 

best created one. The results of this process are 
shown in Table 1. The process was carried out 

with Levenberg-Marquardt (LM) as the training 

algorithm and tansig as the output function of 
neural network. Using the sigmoidal output 

functions, the continuous graded response neurons 

can be defined [31] (Tahmasebi and Hezarkhani, 
2011). 

After dividing the data into three sections 

(training, validation, and testing), as mentioned in 

the “Data processing” section, the validation 
dataset was used to test the network during the 

training process in which the process would stop 

if the training error increases. 
After training the network, the testing process was 

conducted with a completely independent data. 

After building the networks with different 

numbers of neurons, their MSE (Mean Square 
Error) and R values (correlation coefficient) were 

collected to find the optimal structure (optimal 

number of neurons). According to Table 1, 3-24-1 
is the best network structure with the lowest MSE 

(0.0027) and the maximum R (0.85) values. MLP 

parameters such as the number of neurons in the 
hidden layer can lead the NN to be more  

time-consuming and more complex. Also the lack 

of data is another common problem whose 

acquisition needs spending too much time and 
money. As a result, this method can be utilized 

under different conditions to find the complex 

relationship among the datasets. 
By utilizing the created ANN, Cu values were 

estimated for each block center on a 15 × 15 × 15 

(m
3
) grid. Horizontal plans of the OK model in 

different levels (1600, 1900, 2200, and 2500 m) 

are displayed in Figure 8. 
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Figure 3. Histogram of the Cu data in hypogene zone of Miduk PCD. 

 

 

 
Figure 4. Variability of Cu concentration in (a) east-west, (b) north-south, and (c) depth directions within 

hypogene zone of Miduk PCD. 

 

 
Figure 5. (a) Experimental semi-variogram (with appropriate fitted model) and (b) experimental directional 

semi-variograms (for 3 main directions of search ellipsoid) of the raw data in hypogene zone of Miduk PCD. 
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Table 1. Results of MLP for several neurons in hidden layer with their corresponding MSE and R values. 

Number of neurons in hidden layer MSE R 

4 0.0038 0.76 

6 0.0037 0.78 

8 0.0036 0.77 

12 0.0031 0.83 

16 0.0028 0.84 

20 0.0031 0.84 

24 0.0027 0.85 

30 0.0029 0.85 

 

Table 2. Cu threshold values identified using C-V fractal modeling for kriging and ANN results. 

Estimation method First (%) Second (%) Third (%) Fourth (%) 

kriging 0.479 1.023 1.514 1.905 

ANN 0.871 2.089 3.548 4.467 

 

 
Figure 6. Cross-validation diagram to evaluate accuracy of variogram for kriging. 

 

 
Figure 7. Horizontal plan of Cu concentration in different elevations (levels 1600, 1900, 2200, and 2500 m) 

resulting from kriging modeling within hypogene zone. 
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Figure 8. Horizontal plan of Cu concentration in different elevations (levels 1600, 1900, 2200, and 2500 m) 

resulting from ANN (with 24 neurons) modeling within hypogene zone. 

 

5.4. Concentration-volume (C-V) fractal 

modeling 

In order to find the relationship between Cu 

values and their corresponding volumes, the 

volumes were calculated based on the kriging and 
ANN results. The C-V log-log plots shown in 

Figure 9 depict a power-law relationship between 

the copper values and volumes. The log-log plot 
of ANN shows four threshold values equal to 

0.871%, 2.089%, 3.548%, and 4.467%; 

additionally, four thresholds were identified in 

0.479%, 1.023%, 1.514%, and 1.905% of Cu 
value for the kriging C-V plot, as provided in 

Figure 9 and Table 2. 

According to the C-V modeling, the 3D model of 
hypogene zone was generated for the kriging and 

ANN outputs. The phyllic and propylitic 

alteration zones are weakly mineralized compared 
with the potassic zone in porphyry deposits [78, 

101, 102]. Based on the C-V fractal modeling (3D 
model and vertical views) on the results of 

Kriging and ANN, Cu values less than 0.871% 

(ANN) and 0.479% (kriging) are the most likely 

periods for the phyllic alteration zone (Figures 10 
and 11). 

In the geological model proposed by Lowell and 

Guilbert (1970) for Cu porphyry deposits, the 
potassic alteration zone, which occurs in the 

central part of the hypogene zone, hosts the  

high-grade Cu mineralization. According to the  

C-V fractal models, it seems that the Cu threshold 
values upper than 0.871% (especially the data 

between 0.871% and 2.089%) in ANN model and 

also the values upper than 0.479% (especially the 
data between 0.479% and 1.023%) in the kriging 

model can indicate the potassic alteration zone 

[78]. 

  

  
Figure 9. C-V fractal log-log plots resulting from kriging and ANN modelings within hypogene zone. 



Gholampour et al./ Journal of Mining & Environment, Vol. 10, No. 3, 2019 

586 

 

  
Figure 10. 3D view of kriging and ANN models in hypogene zone of Miduk PCD, considering the thresholds 

obtained from C-V fractal modeling. 

 

 

 
Figure 11. Vertical view of kriging and ANN models in hypogene zone of Miduk PCD considering the thresholds 

obtained from C-V fractal modeling. 
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5.5. Comparison of fractal and alteration 

model of deposit 

In order to validate the results obtained through 

the C-V fractal modeling, the models were 
compared against the 3D alteration zone models 

of the hypogene zone of the Miduk PCD 

comprising the phyllic, propylitic, and potassic 
zones (Figure 12). The models were generated by 

applying the Datamine studios software and the 

geological drill core data. 
An analytical method was proposed by Carranza 

(2011) to compare two binary models (in this 

case, C-V and alteration models) and to find the 

spatial correlations between them [103]. In this 
method, in order to find the common voxels 

between the C-V fractal results and each alteration 

zone, an intersection operation was carried out 
and the number of four classes of overlapping 

zones were found (Table 3). With respect to the 

geological data, Type 1 and Type 2 errors (T1E 
and T2E), and the overall accuracy (OA) were 

estimated for each alteration zone utilizing the 

numbers obtained in the previous step. 

Comparing the phyllic alteration zone in the 
geological model and the range of values 

distinguished by the thresholds in C-V modeling 

showed that Cu values less than 0.479% (kriging) 

and 0.871% (ANN) were more correlated with the 

alteration zone. The comparison revealed that the 

phyllic zone had more overlapped voxels with the 

values less than 0.479% (kriging) compared with 
the other results because the OA value of this 

threshold (0.829) was higher than the others, as 

presented in Tables 3 and 4. The validation matrix 
of propylitic alteration for fractal modeling of 

kriging and ANN revealed that OA varied 

between 0.151 and 0.988 but none of the highest 
OAs had a low T1E. In this case, the high value of 

OA with a low T1E is caused by the lack of data 

on the propylitic alteration of hypogene zone, by 

which none of the thresholds can properly 
distinguish the propylitic zone (Tables 5 and 6). 

According to the intersection operation between 

the potassic zone in the 3D geological model and 
the C-V fractal model of kriging and NN, the best 

correlation with the maximum amount of OA 

(0.779) occurred in an interval between 0.479% 
and 1.023% of Cu (kriging), as presented in 

Tables 7 and 8. As a result, the model obtained by 

kriging is appropriate for the separation of phyllic 

and potassic alterations but due to the lack of 
propylitic alteration in the hypogene zone of the 

Miduk mine, the models could not properly 

distinguish the alteration zone. 
 

 
Figure 12. Alteration zones in hypogene zone of Miduk PCD based on the geological model: (orange) phyllic, 

(red) potassic, and (Green) propylitic. 
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Table 3. Matrix for calculating the spatial correlation between the alteration model derived from the C-V fractal 

modeling of ANN results and the geological model. A and D show the numbers of voxels that are estimated 

correctly. On the other hand, B and C represent the number of voxels with different results in the C-V fractal 

compared with the geological model [103] (Carranza, 2011). Overall accuracy (OA), Type I and Type II errors 

(T1E and T2E, respectively), resulted from the comparison between the phyllic alteration zone in the 3D 

geological model, and the first Cu threshold values in the C–V fractal model of ANN results in the hypogene 

zone. 

   
Geological model 

   

   
Inside zone 

 
Outside zone 

Fractal model Inside zone 

 

True positive (A) 
 

False positive (B) 

 
Outside zone 

 
False negative (C) 

 
True negative (D) 

   
Type I Error = 

 
Type II Error = 

   
C/(A +C) 

 
B/(B + D) 

   
Overall accuracy = (A + D)/(A + B + C + D) 

   
Phyllic alteration of geological model 

   
Inside zones 

 
Outside zones 

Cu ≤ 0.871 
Inside zones 

 
A 219607 

 
B 83900 

Outside zones 
 

C 7083 
 

D 42111 

  
T1E 0.03 

 
T2E 0.66 

   
OA 0.74 

   

0.871 <Cu ≤2.089 

Inside zones 
 

A 5477 
 

B 40305 

Outside zones 
 

C 221213 
 

D 85706 

  
T1E 0.97 

 
T2E 0.32 

   
OA 0.26 

   

2.089 < Cu ≤ 3.548 

Inside zones 
 

A 1350 
 

B 1509 

Outside zones 
 

C 225340 
 

D 124502 

  
T1E 0.99 

 
T2E 0.01 

   
OA 0.36 

   

3.548 < Cu ≤ 4.467 

Inside zones 
 

A 246 
 

B 297 

Outside zones 
 

C 226444 
 

D 125714 

  
T1E 0.99 

 
T2E 0.002 

   
OA 0.36 

   

Cu > 4.467 

Inside zones 
 

A 10 
 

B 0 

Outside zones 
 

C 226680 
 

D 126011 

  
T1E 0.99 

 
T2E 0 

   
OA 0.36 

   
 

Table 4. OA, T1E, and T2E resulting from the comparison between the Phyllic alteration zone in the 3D 

geological model and the threshold values of Cu in the C–V fractal model of realizations and kriging results in 

the hypogene zone. 

   
Phyllic alteration of geological model 

   
Inside zones 

 
Outside zones 

Cu ≤ 0.479 
Inside zones 

 
A 211751 

 
B 45215 

Outside zones 
 

C 14939 
 

D 80796 

  
T1E 0.06 

 
T2E 0.36 

   
OA 0.83 

   

0.479 < Cu ≤ 1.023 

Inside zones 
 

A 11942 
 

B 53575 

Outside zones 
 

C 214748 
 

D 72436 

  
T1E 0.95 

 
T2E 0.42 

   
OA 0.24 

   

1.023 < Cu ≤ 1.514 

Inside zones 
 

A 1947 
 

B 24017 

Outside zones 
 

C 224743 
 

D 101994 

  
T1E 0.99 

 
T2E 0.19 

   
OA 0.29 

   

1.514 < Cu ≤ 1.905 

Inside zones 
 

A 894 
 

B 2817 

Outside zones 
 

C 225796 
 

D 123194 

  
T1E 0.99 

 
T2E 0.02 

   
OA 0.35 

   

Cu > 1.905 

Inside zones 
 

A 156 
 

B 387 

Outside zones 
 

C 226534 
 

D 125624 

  
T1E 0.99 

 
T2E 0 

   
OA 0.36 
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Table 5. OA, T1E, and T2E resulting from comparing the propylitic alteration zone in the 3D geological model 

and the threshold values of Cu in the C–V fractal model of realizations and ANN results in hypogene zone. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 6. OA, T1E, and T2E resulting from comparing the propylitic alteration zone in the 3D geological model 

and the threshold values of Cu in the C–V fractal model of realizations and kriging results in hypogene zone. 

 

 

 

 

 
 

 

 

 

 

 
 

 

 
 

 

 

 
 

 

 

 

 
 

 

 

 

 
 

 

 

 

 
 

 

 

 
 

 

 

 

 
 

 

 

 

 
 

 

 

 

 
 

 

 

 

 
 

 

 

 
 

 

 

 

 
 

 

 

 

 
 

 

 

 

 
 

 

 

 

 
 

 

 

 
 

 

 

 

 
 

 

 

 

 
 

 

 

 

 
 

 

 

 

 

  

   

Propylitic alteration of geological model 

   

Inside zones 
 

Outside zones 

Cu ≤ 0.871 

Inside zones A 4158 
 

B 299349 

Outside zones C 1 
 

D 49193 

  
T1E 0.000 

 
T2E 0.86 

   
OA 0.15 

   

0.871 < Cu ≤ 

2.089 

Inside zones A 1 
 

B 45781 

Outside zones C 4158 
 

D 302761 

  
T1E 0.99 

 
T2E 0.13 

   
OA 0.86 

   

2.089 < Cu ≤ 

3.548 

Inside zones A 0 
 

B 2859 

Outside zones C 4159 
 

D 345683 

  
T1E 1 

 
T2E 0.01 

   
OA 0.98 

   

3.548 < Cu ≤ 

4.467 

Inside zones A 0 
 

B 543 

Outside zones C 4159 
 

D 347999 

  
T1E 1 

 
T2E 0.001 

   
OA 0.99 

   

Cu > 4.467 

Inside zones A 0 
 

B 10 

Outside zones C 4159 
 

D 348532 

  
T1E 1 

 
T2E 0.000 

   
OA 0.99 

   

   

Propylitic alteration of geological model 

   

Inside zones 
 

Outside zones 

Cu ≤ 0.479 

Inside zones A 4153 
 

B 252813 

Outside zones C 6 
 

D 95729 

  
T1E 0.001 

 
T2E 0.72 

   
OA 0.28 

   

0.479 < Cu ≤ 1.023 

Inside zones A 6 
 

B 65511 

Outside zones C 4153 
 

D 283031 

  
T1E 1 

 
T2E 0.19 

   
OA 0.80 

   

1.023 < Cu ≤ 1.514 

Inside zones A 0 
 

B 25964 

Outside zones C 4159 
 

D 322578 

  
T1E 1 

 
T2E 0.07 

   
OA 0.91 

   

1.514 < Cu ≤ 1.905 

Inside zones A 0 
 

B 3711 

Outside zones C 4159 
 

D 344831 

  
T1E 1 

 
T2E 0.01 

   
OA 0.98 

   

Cu > 1.905 

Inside zones A 0 
 

B 543 

Outside zones C 4159 
 

D 347999 

  
T1E 1 

 
T2E 0.001 

   
OA 0.99 
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Table 7. OA, T1E, and T2E resulting from the comparison between the Potassic alteration zone in the 3D 

geological model and the threshold values of Cu in the C–V fractal model of realizations and ANN results in 

hypogene zone. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 8. OA, T1E, and T2E resulting from the comparison between the Potassic alteration zone in the 3D 

geological model and the threshold values of Cu in the C–V fractal model of realizations and kriging results in 

hypogene zone. 
 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

   

Potassic alteration of geological model 

   
Inside zones 

 
Outside zones 

Cu ≤ 0.871 
Inside zones A 72802 

 
B 230705 

Outside zones C 39074 
 

D 10120 

  
T1E 0.35 

 
T2E 0.96 

   
OA 0.23 

   

0.871 <Cu 
≤2.089 

Inside zones A 37953 
 

B 7829 

Outside zones C 73923 
 

D 232996 

  
T1E 0.66 

 
T2E 0.03 

   
OA 0.77 

   

2.089 < Cu ≤ 

3.548 

Inside zones A 1092 
 

B 1767 

Outside zones C 110784 
 

D 239058 

  
T1E 0.99 

 
T2E 0.01 

   
OA 0.68 

   

3.548 < Cu ≤ 

4.467 

Inside zones A 29 
 

B 514 

Outside zones C 111847 
 

D 240311 

  
T1E 0.99 

 
T2E 0.002 

   
OA 0.68 

   

Cu > 4.467 

Inside zones A 0 
 

B 10 

Outside zones C 111876 
 

D 240815 

  
T1E 1 

 
T2E 0.000 

   
OA 0.68 

   

   

Potassic alteration of geological model 

   
Inside zones 

 
Outside zones 

Cu ≤ 0.479 
Inside zones A 36675 

 
B 220291 

Outside zones C 75201 
 

D 20534 

  
T1E 0.67 

 
T2E 0.91 

   
OA 0.16 

   

0.479 < Cu ≤ 1.023 

Inside zones A 49807 
 

B 15710 

Outside zones C 62069 
 

D 225115 

  
T1E 0.55 

 
T2E 0.06 

   
OA 0.78 

   

1.023 < Cu ≤1.514 

Inside zones A 22743 
 

B 3221 

Outside zones C 89133 
 

D 237604 

  
T1E 0.8 

 
T2E 0.01 

   
OA 0.74 

   

1.514 < Cu ≤ 1.905 

Inside zones A 2409 
 

B 1302 

Outside zones C 109467 
 

D 239523 

  
T1E 0.98 

 
T2E 0.002 

   
OA 0.68 

   

Cu > 1.905 

Inside zones A 242 
 

B 301 

Outside zones C 111634 
 

D 240524 

  
T1E 1 

 
T2E 0.001 

   
OA 0.68 
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6. Conclusions 
In order to determine the spatial structures of ore 

zones, the geological models should be 

constructed based on the borehole data. Ore 
grades are not usually considered in the modeling 

methods, while variations in this parameter are the 

most obvious and salient features. Uncertainty 
occurs in logging a drill core, alteration 

recognition during the geological study, and in the 

correlation detected between the grade 
distribution and the alteration patterns in 

hydrothermal models. This reveals that ore grades 

can be used to find the spatial structure of the 

alteration zones. The quantitative models 
produced in this process, resulted in a qualitative 

model of alterations. In order to construct this 

model, multiple mathematical analyses such as the 
kriging estimation and data processing tools like 

artificial neural network can be used. 

Ordinary kriging, as an appropriate geostatistical 
estimator and the most useful technique among 

the different kriging methods, and artificial neural 

network, as a powerful data mining tool, can be 

good choices for mathematical modeling. 
In this work, the ordinary kriging, artificial neural 

networks, and C-V fractal models were applied to 

delineate different alteration zones in the 
hypogene zone of the Miduk porphyry copper 

deposit, SE Iran. Applying the C-V fractal 

technique on the grade models derived from the 

estimations led to the separation of grade 
populations, and consequently, detecting different 

alteration zones. Between the methods, although 

ANN is faster and requires less expert knowledge, 
kriging shows the best result for delineating 

phyllic (OA = 0.83) and potassic (OA = 0.78) 

alteration zones. According to the overall 
accuracy resulting in the validation process of C-

V fractal thresholds, the performance of kriging 

and neural network in delineation of the propylitic 

alteration zone was almost the same. Moreover, 
due to the lack of data, none of these results 

including the C-V fractal modeling on kriging and 

neural network outputs was suitable for 
delineating the propylitic alteration zone. 

The correlation between the results and the 3D 

model of alteration zones in the hypogene zone 
reveals that the phyllic and potassic alterations are 

highly correlated with Cu values of less than 

0.479% and the values between 0.479% and 

1.023%, respectively. Furthermore, there was no 
proper relation between the propylitic alteration 

and the Cu values. As it was expected, the 

obtained models supported the Lowell-Guilbert 

(1970) model of alteration zones in porphyry 

copper deposits [78]. 
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و فرکتالی  های عصبی مصنوعیینگ، شبکهیجهای کرسازیدگرسانی بر اساس مدلهای مشخص کردن زون

 حجم در زون هایپوژن نهشته پورفیری مس میدوک، جنوب شرقی ایران-عیار

 

 2و مجید موسوی 1، عباس مقصودی*1، اردشیر هزارخانی1امید غلامپور

رانیا ر،یرکبیام یصنعت دانشگاه ،و متالورژی معدن یمهندس دانشکده -1  
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 چکیده:

 هدای  ایدران  بدر اسداا داده   های دگرسانی در زون هایپوژن نهشته مس پورفیری میددو  جنندوش شدر ی    روشی کمی را برای مشخص کردن زون  ،پژوهشاین 

  و ANNsهدای عبدبی مبدنوعی ج    ، شدبکه OKمعمدویی ج  یند  یجکرسازی های مدلترین هدف این کار، استفاده از روش دهد. مهمهای حفاری ارائه میمغزه

واریدوگرام   -ناهمسانگردی بر اساا محاسدبه ندیم  های مختلف آیتراسیون بود. های عیاری مس به منظور نداسازی زونداده ر روی  بC-Vحجم ج -فرکتال عیار

و  یند  یجکرهای واریوگرافی شناسایی و ارزیابی شدند. در ادامه، مدل بلوکی عیدار مدس بدا اسدتفاده از     ترین نهت های مس انجام گرفت؛ سپس مهمتجربی داده

کدردن مادادیر آسدتانه مدس بدرای شناسدایی        حجم برای مشدخص  -سازی فرکتایی عیارساخته شد؛ سپس نمودارهای یگاریتمی مدل های عببی مبنوعیشبکه

% در مدل 9۷3/2حجم، ماادیر مس کمتر از -سازی فرکتایی عیارحاصل از مدل جیشناسی و نتاهای زمینها ترسیم شدند. بر اساا همبستگی بین مدلآیتراسیون

همپوشانی با زون دگرسانی فیلیک بود. همبسدتگی فادایی بدین زون دگرسدانی پتاسدیک در یدک مددل         نیشتریدارای ب OA  19/2با صحت کلی ج ین یجکر

بهتدرین صدحت    ین یجکر% در مدل 2۶9/8% و 9۷3/2حجم نشان داد که ماادیر مس بین  -های با عیار بالا در مدل فرکتایی عیاربا زون یشناس نیزم یبعد سه

و فرکتدال در زون   یشناسد  نیهدای زمد  های دو دویی مدلبر اساا همبستگی بین دسته پژوهشهای انجام شده در این   را دارند. در نهایت، فعاییت۷1/2کلی ج

های عببی مبنوعی مشخص تر  و پتاسیک جبا عیار بالاتر  را بهتر از شبکههای فیلیک جبا عیار پایینتواند زونمی ین یجکرسازی هایپوژن مشخص کرد که مدل

 نماید.

 های دگرسانی.نهشته مس پورفیری میدو ، زون  ،های عببی مبنوعیشبکه  معمویی، ین یجکر، حجم-مدل فرکتایی عیار لیدی:کلمات ک

 

 

 

 


