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Abstract 
Dilution can best be defined as the proportion of waste tonnage to the total weight of ore 
and waste in each block. Predicting the internal dilution based on geological boundaries 
of waste and ore in each block can help engineers to develop more reliable long-term 
planning designs in mining activities. This paper presents a method to calculate the 
geological internal dilution in each block and to correct the ultimate grade of each 
geological block according to the internal dilution values that have already been 
calculated for each one of them. In this regard, the input data is first indexed based on 
the lithological logs of drill holes. The occurrence probabilities of ore and waste in each 
block are calculated via 100 realizations using the sequential indicator simulation. 
Dilution is computed as the ratio of waste rock tonnage to the total tonnage of ore and 
waste. Furthermore, joint simulation of the continuous variables is performed for each 
mining block using the minimum/maximum auto-correlation factors. In the next step, for 
each block, the final grade variables including iron and iron oxide are computed by 
considering the calculated internal dilution. These analyses are applied to the Gohar 
Zamin iron ore deposit, and the actual internal dilution calculated based on the 
lithological logs of blast holes is compared with the same values obtained based on the 
proposed method in each block. The results obtained were found to be satisfactory. 

1. Introduction 
Calculating the internal dilution based on 
geological boundaries in each block and accurate 
assessment of grade for each geological block 
according to its internal dilution has a significant 
role in devising a more optimal mine production 
plan (schedule), dump management, and 
controlling plant feed grade variations. Along the 
ore-waste boundaries, dilution can reduce the ore 
grade to such a degree that it is no longer 
economical for feeding into the processing plant. 
Dilution also increases the total tonnage of 
extracted rock due to the higher ratio of waste to 
ore, which leads to a rise in the extraction and 
processing costs. Consequently, the mine lifespan 
increases, while NPV and the return on 
investment (ROI) decrease. Accordingly, several 
models (e.g. analytical, empirical, numerical, 

analytical-empirical) have been presented in the 
literature for assessing dilution [1-7]. These 
models are chosen and utilized according to the 
mining method and other operational parameters 
in each case. In [8], a geometrical model has been 
proposed that is applicable to open-pit mines and 
is based upon calculating external boundaries of 
the deposit for each level; other studies have 
reviewed several analytical-empirical models 
previously introduced [9-14]. In [15], the 
influence of different types of risk (i.e. 
environmental, economic, technical, and 
environment) on dilution for several mines in Iran, 
namely Sarcheshmeh open-pit mine, Golgohar 
iron ore mine, and Moeil iron ore mine has been 
investigated. Most of the previous studies have 
considered the exploitation and operational 
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parameters such as blast hole pattern, equipment 
type, and operational methods in order to assess 
dilution. However, up to the present time, there is 
no model for assessing the internal dilution and 
grade control based on geological data and rock 
type, a key factor in long-term mine planning. 
Obviously, a reliable model for grade estimation 
that considers the internal dilution factor of each 
block could help mitigate uncertainties, predict 
production variables more accurately, and manage 
the plant feeding process more efficiently. 
The geostatistical methods are robust tools for 
evaluating mineral resources, and are able to 
reproduce the spatial relationships between 
different variables. These methods, in both the 
conditional and non-conditional versions, have 
been extensively used to simulate complex 
structures [16]. Moreover, the algorithms of 
different geostatistical modeling approaches are 
either object-based or pixel-based. The foremost 
examples of pixel-based geostatistical methods 
are sequential indicator simulation (SIS) [17, 18], 
truncated Gaussian simulation (TGS) [19, 20], and 
pluri-Gaussian simulation (PGS) [21, 22]. The SIS 
method has found more applications in geological 
modeling thanks to its simplicity and flexibility. 
In order to model the geological structures, rock 
facies, sedimentary layers, and aquifers, one can 
employ geostatistical categorical variables using 
SIS [23-25]. 
Multivariate modeling of different mineralization 
controlling factors has been widely used in 
mineral exploration in order to improve the 
evaluation of ore deposits. It is very important to 
ensure the accuracy of joint simulation in the 
presence of several spatially-related variables. The 
disadvantage of univariate simulation methods 
compared to their multivariate counterparts is that 
they cannot take into account the relationship 
between different variables. MAF is a strong and 
relevant method used to accomplish this purpose 
as it is capable of carrying out joint simulation of 
multiple variables [26, 27]. MAF is a modified 
version of principal component analysis (PCA), 
first used in a remote sensing study [28]. Later, in 
[29], this method was applied in geostatistical 
modeling. MAF has also been integrated with 
direct block simulation algorithms and used in 
industrial projects [30-32]. In another study, MAF 
was applied in combination with ordinary kriging 
to estimate the variation in grade values [33]. In 
another research work, MAF was used to model 
the mineralization controlling factors for Sary 
Gunay epithermal gold deposit, and the 
relationship between rock types and alteration was 

modeled and investigated by means of SIS [34]. 
Moreover, this method was applied for the 
detection of faults in an oil reservoir in order to 
differentiate the fault and non-fault zones [35]. In 
addition, in [36, 37], joint simulation of 
categorical and continuous variables was first 
developed with the aim of simulating ultimate 
grades via considering the occurrence probability 
of different rock types. Similar studies were 
conducted to simulate ultimate grades by 
considering the occurrence probability of various 
rock types and comparing the results with those of 
conditional simulation methods [36-39]. Risk 
analysis methods better differentiate ore-waste 
boundaries than do estimation and conditional 
simulation methods, which affect dilution and ore 
loss [40]. Also in [41], Monte Carlo simulation 
was used to produce random grade values from 
local cumulative distribution function (LCDF) of 
a selective mine unit (SMU). Comparing the 
geology of blocks with the simulated blocks 
presented different conditions of dilution and ore 
loss. 
The main purpose of this study was to evaluate 
the internal dilution of the block model of Gohar 
Zamin iron ore deposit based on the exploratory 
drill hole data, joint simulation of assay data, and 
correction of simulated grades using the evaluated 
internal dilution. MAF was applied for joint 
simulation of assay variables, namely Fe, FeO, S, 
and P. In addition, the occurrence probability of 
each rock type was calculated by means of the SIS 
method. Eventually, dilution was determined per 
each block, and ultimate grades of Fe and FeO 
were calculated with regard to the values 
calculated for internal dilution. 

2. Case study 
2.1. Geological setting 
Gohar Zamin iron ore deposit is located 50 Km 
SW of Sirjan, Kerman Province, SE Iran. With an 
estimated ore tonnage of 643 Mt, this mine is 
considered as one of the largest iron resources in 
Iran. The overall shape of the deposit is similar to 
a faulty mass in which the northern and southern 
ends of the deposit are close to the surface, while 
the central part is in the depth. The mineralization 
in this region is mainly magnetite that occurs 
within a series of metamorphic rocks with 
greenschist facies to amphibolite facies. Figure 1b 
demonstrates the map of rock type outcrops along 
the mine walls (March 2018). Iron mineralization 
occurs in metamorphic rocks. The region is 
affected by shears such that several faults and 
fractures have cut the rock units. The 
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mineralization zone is along the metamorphic 
schist layers with a thickness of 40 to 60 m. The 
major faults of the mine area are shown in Figure 
1b. Generally, the region consists of a complex of 
metamorphic rocks related to the Sanandaj-Sirjan 
belt and the Kore-Sefid complex of Paleozoic age. 
The rock types of Gohar Zamin complex include 
(old to young, respectively): 1) ultramafic 
serpentine and metamorphic gabbro, 2) dolomitic 

and calcic marbles, 3) mica schist along with 
gneiss and amphibolite, 4) gneiss, and 5) a 
composition of calcic marbles, gneiss, mica schist, 
amphibolite, schist, and black quartz (Figures 1 a 
and b). Also the gangue minerals of the deposit 
are laminated minerals such as talc, chlorite, 
serpentine, forsterite, tremolite, amphibole, 
edenite, dolomite, and calcite. 

 
Figure 1. a) Geological map of the studied area (Scale-1:100.000); b) Geological map of the mine pit (Scale-

1:1000). 
 



Masoumi et al./ Journal of Mining & Environment, Vol. 10, No. 1, 2019 
 

274 
 

2.2. Dataset 
The mining operations are more concentrated in 
the northern part of the deposit, and evaluation of 
the internal dilution was carried out according to 
the data available from this region. The dataset 
consisted of 156 drill holes with the overall 
drilling of 37,500 m (north part of the deposit). In 
this work, 753 composite samples (each 6 m long) 
were collected from the drill hole core, and they 
included the assay data of Fe, FeO, S, and P. It 
should be mentioned that all these samples were 
gathered from the ore-containing regions. This 
data was deployed for joint simulation of the 
aforementioned variables using the MAF method. 
Other oxide variables like SiO2, Al2O3, and MgO 
were not adequate in the dataset, and, therefore, 
they were ignored in this work. In order to assess 
internal dilution, the primary geological model of 
the deposit was created based on the first and the 
last occurrence of ore in each drill hole; internal 
dilution was evaluated within this model (Figures 
2 a and b). Also the composite intervals of 2 m 
was considered for further modeling of rock types, 
leading to the extension of the dataset to include 

2699 rock samples. Among these, 2281 samples 
were coded as ore and 418 others were coded as 
waste. Rock codes were composited based on 
geological lithology logs. The choice of 2 m for 
the composite of cores, determined based on the 
rock type and the geological log data with high 
resolution, was reliable and useful. The 
descriptive statistical analysis of the assay and 
lithological data is presented in Table 1. The 
grade and rock type simulations were conducted 
within a block model that was constant with the 
grid size of 10 × 10 × 15 m. Due to the fixed size 
of the block model in this mine, it was crucial to 
explore dilution, especially in the internal waste 
layer and margin boundary. Moreover, the data 
was also obtained from some blast holes that had 
been drilled in the north part of the deposit and 
contained lithological logs. Considering the 
lithological log of the blast holes, the dilution of 
each pattern was calculated based on the amount 
of ore and waste in the lithological log of the same 
pattern and then compared with the results of the 
assessed dilution in their corresponding block 
locations. 

 

 

 
Figure 2. a) The simulated space for internal dilution of orebody #3 of the Gohar Zamin iron ore deposit. b) The 

boundary of simulated space area based on the first and last occurrence of iron in each drill hole. 
 

Table 1. Descriptive statistics of continuous variables (assay data). 
Kurtosis Skewness Maximum Minimum Variance Median Mean Number of data Variables 

2.214 -1.558 29 2 24.164 22.55 21.07 753 FeO 
3.315 -1.689 66 11 91.032 55.30 52.95 753 Fe 
2.100 1.337 0.381 0.010 0.005 0.103 0.120 753 P 
0.908 0.857 7.170 0.002 1.322 1.36 1.499 753 S 

 
 
 



Masoumi et al./ Journal of Mining & Environment, Vol. 10, No. 1, 2019 
 

275 
 

3. Methodology 
3.1. Sequential indicator simulation (SIS) 
The algorithm of SIS is similar to that of 
sequential Gaussian simulation (SGS). However, 
it simulates the categorical variables rather than 
the continuous ones [42, 43]. In this method, 
simulation is done based on the indicator 
variogram, and rock types are simulated by 
randomly drawing numbers from the cumulative 
distribution function (CDF) of different 
occurrence probabilities of rock facies. SIS can be 
employed where there is a lack of large-scale 
curvilinear features [44, 45]. Furthermore, this 
method is also capable of determining the 
approximate uncertainty that propagates through 
to the resulting numerical models [46, 47]. For the 
purpose of applying SIS, the rock types (Zk) 
should be coded as follow: 

 
 

I u; z 1,  in the presence of rock type kk
 I u; z 0,  in the absence of rock type k    k









 (1) 

In this method, the simulation values are 
calculated using conditional probability 
distribution (CPD), which can be specified by 
calculating the conditional distribution of each 
rock facies using the neighborhood data for point 
uα (Eq. 2) [46]. 

 

 

Pr ( ; )

( ; ) ( ; )
1



 


ob z u zk
n

u zk i u zk mk mk 


 (2) 

where  represents the kriging weights and mk is 
the weight for each rock type that can be 
calculated as follows: 

( ; )
1




n
W i u Zk

mk
n

 
  (3) 

where wα corresponds to the weight of classified 
data. The algorithm of SIS is described as follows 
[48]: 

1- Define a path that visits all locations that 
are to be simulated 

2- Perform the following process for each 
location (u) along its path: 

3-  Retrieve the neighboring categorical 
conditioning data: z(uα), α = 1,..., n(u) 

4-  Convert each datum z(uα) into a vector of 
indicator data values: i(uα) = [i(uα, z1),..., i(uα, 
zK)] 

5-  Estimate the indicator random variable I 
(u, k) for each one of the K categories through 
solving a simple kriging system 

6-  After correction of order relation 
deviations, the estimated values i∗(u, k) = 
Prob∗(Z(u) =k|(n)) estimate the discrete 
conditional variable 

7-  Create the conditional probability density 
function (CPDF) of the categorical variable Z(u) 

8-  Draw a simulated category from CPDF 
and assign it as a datum at location u 

9- End for 
10- Reiterate these steps to develop another 

realization [48]. 
Figure 3 depicts a plot of CPDF for the rock type 
samples based on geological log in this area. 
 

 
Figure 3. The conditional probability distribution 

calculated for a single point; the variables are 
simulated by randomly drawing a number from the 

distribution. 
 
3.2. Minimum/maximum auto-correlation 
factor (MAF) 
As mentioned earlier, the multivariate analysis 
methods, especially MAF, have been used in 
geostatistical studies in the past few years. MAF 
is a modified version of PCA in which the 
variables are de-correlated for all lag distances. In 
other words, by applying MAF, the variables are 
modeled spatially. Generally, MAF is an effective 
and practical tool in risk assessment when there 
are two or more variables. Two methods have 
been proposed for applying MAF, namely the 
model-based and data-driven methods. The 
model-based method considers the spatial 
relationships between the variables. In this 
method, the direct and cross-variograms of the 
variables (linear model of co-regionalization) are 
employed to transform the variables into spatially 
uncorrelated factors. On the other hand, the data-
driven methods transform the variables into a 
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spatially uncorrelated factor regardless of the 
modeling of direct and cross-variograms of the 
variables. This work has utilized the data-driven 
approach. The MAF factors can be simulated 
separately and then back-transformed to the 
original space so that the correlations of the 
variables can be reproduced. The algorithm of 
data-driven MAF is presented as follows [26]: 

1. Transform the data to normal score 
Gaussian distribution with a mean of zero and unit 
variance (Zu) 

2. Calculate the covariance -variance matrix 
B between variables 

3. Decompose the covariance-variance 
matrix B into eigenvalues and the corresponding 
eigenvectors using the following equation: 

1/2   TB Q Q A Q  (4) 

where is the diagonal matrix composed of 
eigenvalues and Q denotes the orthogonal matrix 
of eigenvectors. 

4. Calculate the principal components using 
the following equation: 

( ) ( )Y u AZ uPCA  (5) 

                                                                                                                                                         
5.  Calculate matrix V through experimental 

variograms of Principle Component (PC) scores 
and further rotation of PCs by decomposing 
matrix V using Eq. 6. A detailed description of 
this matrix is given in [26]. 

1 1 1 TV Q Q  (6) 

where 1 stands for a diagonal matrix of 

eigenvalues and 1Q  signifies an orthogonal matrix 
of eigenvectors extracted from matrix V. 

6. Calculate the MAF factors based on Eq. 
7: 

( ) ( )1
1/2 ( ) ( )1

 

 

F u Q Y uMAF PCA

Q QZ u MZ u
  (7) 

 7. Simulate the MAF factors 
 8. Back-transform the MAF simulated factors 

into primary variables using matrix M-1 
 9. Back-transform the simulated variables into 

distributions of raw data. 
The MAF factors have to be simulated discretely 
using the simulation methods such as SGS. As 
described earlier, the back-transformation of the 
MAF simulated factors to the original variables 

can be performed via matrix M-1. In this matrix, 
the variables possess their special weights per 
each factor. Using the weights calculated by 
matrix M-1, the mineralization factor can be 
inferred for further analysis. 

4. Assessment of dilution 
Any mixture of the ore with waste and unsolicited 
rock is called dilution. Due to dilution, the ore 
grade could be degraded so much that the whole 
extracted mass might be counted as a waste rock 
[49]. Dilution can best be defined as the 
proportion of waste tonnage to the total weight of 
ore and waste, as shown in Eq. 8 [2]. 

(%) 100 


w

o

m
D

m mw
 (8) 

where D is the percentage of dilution, mw 
represents the tonnage of waste, and mO refers to 
the tonnage of the extracted ore. Moreover, Eq. 8 
can be re-phrased as Eq. 9, which is based upon 
the differing specific gravity (density) values of 
ore and waste rock. In this equation, W  and 

O  are, respectively, the specific gravity values 
of waste and ore, and VW and VO stand for the 
volumes of waste and ore in each block, 
respectively. The total volume of extracted rock is 
supposed to be 1 cubic meter for each block. 




 
 
  

VW WD
V VW W O O



 
 (9) 

1 V VWO  (10) 

The final variable grade of the total extraction 
material (ore and waste) can be calculated 
according to Eq. 11. Eq. 11 may be re-written in 
the form of Eq. 12 based on Eq. 9. 
It should be noted that in those blocks with no 
proportion of waste, the results gained from both 
Eqs. 11 and 12 would be equal. 






 
 
  

m G m GW W O OGT m mW O
 (11) 

(1 )  G G D G DT W O  (12) 

where GW and GO are grades in waste and ore, 
respectively. Also mW and mO signify the 
respective tonnages of waste and ore. In the Gohar 
Zamin deposit, the grade measurement of waste 
samples was done solely for Fe and FeO. For this 
reason, it is not possible to calculate the ultimate 
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grades of the elements P and S in the samples. 
Based on waste samples, the average grades of Fe 
and FeO in the waste zone were 5 and 2 percent, 
respectively. For the present research work, the 
density of waste and ore samples was assumed to 
be equal to 2.65 and 4 gr/cm3, respectively. 
Different types of dilution are demonstrated in 
Figure 4. The internal dilution is due to the 
inclusion of gangue mineral with the orebody or 
the extraction of small low grade lenses [8]. This 
type of dilution can be investigated in veins with a 
small or large thickness within the block model. 
The constant size of the geologic block model can 
lead to the extraction of materials with different 
geological properties in the boundary regions. 
Therefore, in such regions, dilution can be 
considered geologic contact dilution (Figure 2). 
In this work, the occurrence probability of 
different rock types was calculated via 100 SIS 
realizations. Afterwards, dilution was measured in 
each block based on Eq. 9. Additionally, the assay 
variables were simulated using 100 MAF 
realizations all over the ore body (Figure 2). 
Finally, the ultimate grade was achieved 
according to Eq. 12. 

 

 
Figure 4. Different kinds of dilution occurring in 

mine blocks explored in this work. 
 
5. Results and discussion 
The main objective of this work was to evaluate 
the internal dilution of ore based on the geological 
data as well as the joint simulation of assay data, 
and subsequently, correcting the simulated grade 
values by considering the calculated values of 
internal dilution. Furthermore, calculating dilution 
helps determine the ultimate grade values for Fe 

and FeO per each block. Dilution was calculated 
using the volume proportion of waste for each 
block (Eq. 7). The analysis was carried out for a 
block model with a grid size of 10 × 10 × 15 m, 
which had been created using the data obtained 
from the drill holes in the northern part of the 
deposit. In the first step, the rock type simulation 
was carried out by means of the SIS method using 
the lithological data with composite intervals of 2 
m, and the occurrence probability of different rock 
types was calculated for each block. 
Subsequently, internal dilution was measured per 
each block based on the ore-waste volume ratios 
and the density values assumed according to Eq. 
9. In the next stage, the grade simulation of blocks 
was performed using 6-m-long composite samples 
of drill cores. Finally, the ultimate grades of Fe 
and FeO were determined according to Eq. 12. 
The average values for the calculated dilution 
were also compared with the experimental 
dilution considered by the mine experts. 

5.1. Ore-waste modeling via SIS 
Based on the geological logs of the drill hole data, 
the two types of rocks (ore-waste) were simulated 
by means of the SIS method. To this end, the 
indicator variogram of rock types was computed 
with regard to their anisotropy; the variogram 
model of the major direction is presented in Eq. 
13. Subsequently, the simulation was conducted 
for 100 realizations, and the E-type map of the 
simulation was produced (Figure 5). The 
probability of ore occurrence was classified into 
four distinct categories for optimal visualization. 
The blocks with maximum probability of ore 
occurrence (0.75-1) are illustrated in red, and 
those with minimum probability of ore occurrence 
(0-0.25) are displayed in yellow (see Figure 5). 
The simulation maps of realizations 50 and 100 
are also shown in Figure 6. The frequency 
histogram of the occurrence of different rock 
types is depicted in Figure 7. As demonstrated in 
this figure, 71 blocks were considered based on 
the results of the SIS method to be waste with the 
probability percentage of zero to 0.05. There were 
also 10,564 blocks among 28,152 ones that were 
considered to be ore with the probability 
percentage of 0.95 to 1.00. According to Figure 5, 
the occurrence probability of ore is smaller in the 
eastern and western parts of the deposit compared 
with the central parts. 

( ) 0.02 0.1 (690) 0.11 (100),

90 0

   

  

h Sph Sph

Az Dip  (13) 
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Figure 5. A plan section of E-type map of 100 simulation realizations related to level 1537 m; the probability of 

ore occurrence is lower in the east and west parts of the deposit. 
 

  
Figure 6. Simulation map of rock types a) realization 50, b) realization 100. 

 

 
Figure 7. Frequency histogram of ore-waste occurrence probabilities. 
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5.2. Multivariate modeling of assay data 
In this work, MAF was applied for the concurrent 
simulation of assay grade variables including Fe, 
FeO, P, and S. First, all variables of drill holes 
were normalized to Gaussian distribution, and the 
covariance variance matrix of the variables was 
produced (matrix B). According to matrix B, the 
maximum correlation belongs to the relationship 
between Fe and FeO, and the minimum degree of 
correlation is related to Fe and S. The rows and 
columns in matrix B correspond to the values for 
Fe, FeO, P, and S. 
 

1 0.736 0.035 0.173
0.736 1 0.026 0.057
0.035 0.026 1 0.069
0.173 0.057 0.069 1






 
 
 
 
  

B
 

 
In the next step, matrix B was decomposed to the 
matrices of eigenvalues and eigenvectors in order 
to produce PCs. Afterwards, matrix V was 
constructed by computing the experimental 
variograms of different PC scores. The 
variography process was conducted with different 
lag distances. The lag value of 25 m was extracted 
from the variograms in order to generate the 
following matrix (V): 

1.510 0.161 0.085 0.014
0.161 0.925 0.031 0.002

0.085 0.031 0.967 0.050
0.014 0.002 0.050 0.152

  
  


 
 

 
 
 
 
  

V
 

For further rotation of PCs, matrix V was 
decomposed to eigenvalues and eigenvectors, and 
the MAF factors were generated using values 
from matrix M (Eq. 7). The histograms of MAF 
scores are presented in Figure 8. All the produced 
factors demonstrate a normal distribution with a 
mean of almost zero and a variance of unit weight 
1 (This data is summarized in Table 2). This fact 
can be taken as confirming the validity of MAF 
factors. Meanwhile, MAF factors have to be de-
correlated spatially. In order to validate this issue, 
the cross-semi-variograms of factors were 
computed; all factors showed a good level of de-
correlation in all lag distances (Figure 9). 
After the de-correlation of MAF factors was 
ensured, all factors were simulated discretely by 
means of the SGS method. The variograms for 
each factor were calculated (Eq. 14), and 

simulation was employed for 100 realizations. 
The best simulation was chosen for a further 
analysis to better reproduce distribution of the 
original data. Finally, the simulated factors were 
back-transformed to the primary variables using 
matrix M-1. This matrix provides the weights of 
each variable per each factor. All simulations 
were done for a block model of 10 × 10 × 15 m 
dimensions. 

( ) 0.3 (690) 0.7 (130),1
90 0

  

  

h Sph SphMAF
Az Dip

 

(14) 

( ) 0.3 (225) 0.7 (105),2
0 0

  

  

h Sph SphMAF
Az Dip

 

( ) 0.4 (577) 0.6 (202),3
60 0

  

  

h Sph SphMAF
Az Dip

 

( ) 0.4 (216) 0.6 (780),4
55 0

  

  

h Sph SphMAF
Az Dip
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One of the most significant advantages of MAF 
over univariate simulation is that it is capable of 
better reproducing correlations between variables. 
Therefore, this method was applied in this work in 
order to simulate the values for Fe and FeO within 
all blocks. The correlations between back-
transformed variables and original variables were 
then computed in matrix H. In this matrix, the 
correlation coefficients of original variables are 
depicted in the upper diagonal half of the matrix, 
and the correlation coefficients of the back-
transformed variables are shown in the lower 
diagonal half. It is evident that the results of the 
correlation coefficients of both methods are close 
to each other. 

1 0.736 0.035 0.173
0.793 1 0.026 0.057
0.097 0.112 1 0.069
0.075 0.082 0.021 1
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H
 

 

 
Table 2. Descriptive statistics of MAF factors. 

Kurtosis Skewness Maximum Minimum Variance Median Mean Number of data Variable 
-0.2100 0.1300 2.9875 -2.8401 0.9970 -0.0375 -0.107 753 MAF1 
-0.1880 -0.1070 2.4848 -3.4124 0.9870 0.0430 0.0078 753 MAF2 
0.6680 0.1200 3.9082 -3.1051 1.000 -0.0359 -0.013 753 MAF3 
7.9130 -1.7470 4.1054 -6.4878 0.9998 0.1669 0.0113 753 MAF4 
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Figure 9. Experimental cross-semi-variograms of MAF factors; all factors are de-correlated spatially. 

 
5.3. Evaluation of internal dilution in geological 
blocks 
With regard to Eqs. 9 and 12, dilution and 
ultimate grade (denoted by (D) and (GT), 

respectively) were approximated for each 
geological block using the simulated grades, the 
volume ratio of ore and waste for the block, as 
well as the known densities of ore and waste. It 

    

  
 

Figure 8. Histogram of MAF factors with a normal distribution. 



Masoumi et al./ Journal of Mining & Environment, Vol. 10, No. 1, 2019 

281 
 

was reasonably expected that the volume 
proportion of gangue mineral (waste) to ore in 
each supposed mining block should be in 
agreement with the geological structures located 
in that supposed block within the deposit. In other 
words, it is evident that the proportion of waste 
minerals to ore, as determined by SIS 
approximation, is bigger in areas where the  
non-ore-forming geological processes are 
dominant. Conversely, the proportion of waste 
decreases in blocks with less gangue mineral 
inclusion. For example, the results of SIS 
simulation for drill hole #3112 indicated that the 
ratio of ore to waste in the blocks was between 
9% and 22% due to the presence of a waste layer 
with a thickness of 17 m (Figure 10). In this 
region, the probability of ore occurrence increases 
gradually to a maximum of 94% by moving 
westward toward the drill hole #3233; on the other 
hand, as one approaches the drill hole #3233, this 
probability decreases to 91% due to the presence 
of a waste layer of 2-m thickness. Moreover, in 
the border regions of the geological model, some 
parts of the blocks are located outside the 
boundaries (due to the constant dimensions of the 
blocks); also dilution increases dramatically due 
to the higher interference of waste, and hence, the 
lower probability of ore occurrence. 
The calculated ultimate grades of the simulated 
block model are given in Figure 11. These grades 
were computed using Eq. 11. Calculating the final 

grade while considering dilution may lead the 
extracted block to end up in the waste dump rather 
than the ore processing plant. For example, for 
drill hole #3112, the ultimate grades of Fe and 
FeO were estimated as low as 10% while 
considering the 10% probability of ore 
occurrence. Therefore, the blocks have to be 
transported to the waste dump rather than the 
processing plant. Moreover, in the case of drill 
hole #3233, the probability of ore occurrence was 
91% due to the presence of a waste layer with a  
2-m thickness, and the ultimate grade of Fe 
decreased from 62.2% to 58.95% (Figure 11). The 
histogram of the calculated values for internal 
dilution of all blocks is depicted in Figure 12. It 
can be concluded that around 780 blocks suffer 
from lower grades due to the presence of  
internal-dilution values exceeding 50%. Naturally, 
the higher thickness of waste layers is also visible 
in the drill holes that are adjacent to blocks with a 
higher degree of calculated dilution. The locality 
of blocks with a dilution greater than 50% is 
shown in blue in Figure 13. Examining the 
lithological logs of drill holes that are adjacent to 
the points with a higher degree of calculated 
dilution reveals that the waste layers with a 
greater thickness could occur in these areas rather 
than other drill holes. It should be noted that the 
ratio of dilution was calculated by means of Eq. 9 
based on the volumes and densities of ore and 
waste rock in each block. 

 

 
Figure 10. Probability of ore occurrence in geological blocks; western part of the vertical section 601040, Gohar 

Zamin mine. 
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Figure 11. Total grades of Fe and FeO in the vertical section of 601040.  

 

 
Figure 12. Frequency histogram of internal dilution within geological blocks. 

 

 
Figure 13. Internal dilution calculated within geological blocks; blocks with dilution over than 50% are 

presented in blue. 
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6. Validation 
In the present work, validation of the results was 
investigated based on (1) the experimental 
dilution values measured in the mine site and (2) 
the lithological logs obtained from the blast holes. 

6.1. Validation by experimental measurements 
of dilution 
Based on calculating the internal dilution in each 
block (Eq. 9), the average value of the results for 
all blocks that have been defined in the simulation 
space for the northern part of Gohar Zamin iron 

ore mine is 10%, which is 2% more than the 
experimental dilution levels considered in the 
mine–these latter values are in the order of 7.5% 
to 8%. In this work, dilution was calculated 
independently for each block, and its impact on 
the reported final grade of Fe and FeO was also 
separately measured and reported. Comparing the 
mean final grade before and after applying the 
dilution calculated in all blocks shows a decrease 
of about 10% for these variables all over the 
mineral mass (Table 3). 

 
Table 3. The average grade values for Fe and FeO calculated in both cases of considering dilution and ignoring 

dilution. 
Grade reduction 

(%) 
Average calculated grade after 

considering dilution (%) 
Average calculated grade before 

considering dilution (%) Variable 

10% 47.99 52.92 Fe 
10% 18.99 21.02 FeO 

 
6.2. Validation via dilution values obtained 
from blast hole data 
In order to validate the results of the presented 
model, one can also utilize the values of internal 
dilution in geological block models from the blast 
holes. These values are based on the percentage of 
ore and waste minerals observed in the 
lithological logs from the drilled blast holes. A 
blasting pattern for level 1567 of the mine is 
shown in Figure 14; the ore/waste simulation map 
obtained via the SIS method is also visible in the 
background. In this pattern, a total length of 612 
m in the ore-containing region and 137 m in waste 
rocks was drilled. Consequently, the dilution 
value was calculated around 11% while 
considering the relevant densities for ore and 
waste rocks (Eq. 9). 
Comparing the dilution values determined by blast 
hole lithological logs with the average simulated 
dilution values (in the order of 10%) reveals a 
high level of conformity and agreement. 
Moreover, there was an acceptable level of 
compatibility between the results of lithological 
simulations obtained from the drill hole data and 
the results of lithological logs of blast holes. This 
is especially the case for those blocks in which the 

probability of ore occurrence is lower than 25% 
and the lithology of blast hole is coded as waste. 
Nevertheless, there exist insignificant 
discrepancies between the simulation results and 
the lithological data, which can be attributed to 
the 2-m composite data used in the internal 
dilution space. Additionally, the disagreement 
between the exploratory drilling grid (with an 
average distance of 100 m between drill holes) 
and the blasting pattern can be regarded as another 
reason justifying the small discrepancies in the 
results. Figure 15 depicts another blasting pattern 
drilled on level 1567 of the mine. In this pattern, 
94-98% of the blocks are simulated as ore. In 
order to investigate the validation of simulation 
results, the lithology logs of the blast holes were 
studied. It was observed that there existed inter-
beds of waste rock with a thickness of 2 to 5 m in 
the lithological logs of the blast holes. Therefore, 
the overall length of ore and waste are 909 m and 
106 m, respectively. The presence of waste  
inter-beds may reduce the probability of ore 
occurrence, which is estimated to be lower than 
100%. Consequently, it can be concluded that the 
data from the blast holes well match the 
simulation results. 
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Figure 14. A selective blasting pattern drilled at plan 1567; the location of blast holes is shown within cycles. 

 

 
Figure 15. A blasting pattern drilled at plan 1567; the location of blast holes is shown within cycles. 

 
7. Conclusions 
Assessing the internal dilution has a significant 
role in mine production planning. In the present 
research work, the internal dilution of the Gohar 
Zamin iron ore deposit approximated the ultimate 
grades calculated for Fe and FeO. In order to 
achieve this goal, the lithological data of drill 
holes with the composite intervals of 2 m was 
coded as ore and waste based on geological logs; 
then the lithological model of the deposit was 
constructed using the sequential indicator 
simulation. In the next step, the volume 
proportions of ore and waste were calculated for 
each block and the relevant dilution value was 

determined. Furthermore, given the considerable 
importance of the accuracy of grade assessment 
for Fe and FeO in the later stages of long-term 
mine planning and dump management, these 
variables were simulated concurrently by means 
of a multivariate method, i.e. minimum/maximum 
auto-correlation factor. Finally, the ultimate grade 
values for Fe and FeO were corrected considering 
the applied dilution value calculated for each 
block in the previous stage. The results obtained 
indicated that the average value of internal 
dilution in all of the blocks was about 10%. Also a 
high degree of concurrence was observed between 
the calculated values of internal dilution and the 
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calculated probabilities of ore rock occurrence 
obtained from rock type simulation. Therefore, it 
can be concluded that the results obtained are 
reliable enough to be utilized in the next stages of 
mining such as long-term mine planning. 
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  چکیده:

شناسـی   بینی میزان ترقیق داخلی بر اساس مرزهاي زمین شود. پیش ترقیق بر اساس میزان تناژ باطله به مجموع تناژ ماده معدنی و باطله در هر بلوك تعریف می
کند. در این پژوهش روشی براي محاسـبه میـزان ترقیـق داخلـی      هاي بلندمدت واقعی مهندسان کمک می هاي برنامه طراحیماده معدنی و باطله در هر بلوك به 

هاي اکتشـافی بـر اسـاس لاگ     هاي ورودي از گمانه ابتدا داده شناسی معرفی و عیار نهایی هر بلوك بر اساس میزان ترقیق داخلی آن محاسبه شده است. در زمین
تحقق، احتمال حضـور مـاده معـدنی و     100سازي شاخص متوالی در  ها در دو دسته ماده معدنی و باطله کدگذاري شده است. با استفاده از شبیه شناسی آن زمین

ي بیشـینه بـرا   -باطله در هر بلوك مشخص و ترقیق بر اساس نسبت تناژ باطله به کل تناژ هر بلوك محاسبه شده اسـت. از روش فـاکتور خـود همبسـته کمینـه     
، اعلام شده سازي متغیرهاي عیاري پیوسته استفاده و در پایان عیار نهایی هر بلوك براي متغیرهاي آهن و اکسید آهن بر اساس ترقیق داخلی محاسبه شده شبیه

هـاي حفـاري    لـوژي چـال  آهن گهر زمین بررسی و ترقیق محاسبه شده با این روش با ترقیق محاسبه شده بـر اسـاس لاگ لیتو   است. این روش براي معدن سنگ
 مطابقت خوبی را داشته است.
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