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Abstract 
Identification and mapping of the significant alterations are the main objectives of the 
exploration geochemical surveys. The field study is time-consuming and costly in order 
to produce the classified maps. Therefore, processing of the remotely sensed data, which 
provides timely and multi-band (multi-layer) data, can be substituted for the field study. 
In this work, the Advanced Space borne Thermal Emission and Reflection Radiometer 
(ASTER) imagery is used for alteration classification by applying two new methods of 
machine learning including random forest and support vector machine. The 14 band 
ASTER and 19 derivative data layers extracted from ASTER including band ratio and PC 
imagery are used as the training datasets in order to improve the results. Comparison of 
the analytical results achieved from the two mentioned methods confirm that the SVM 
model has a sufficient accuracy and a more powerful performance than the RF model for 
alteration classification in the studied area. 

1. Introduction
Identification of geochemical alterations is 
necessary to identify and recognize deposits due to 
the association of alteration with mineralization 
[1,2] The porphyry and porphyry copper deposits, 
which are characterized by low grades and high 
tonnage, are considered as primary sources of 
copper in the world [3, 4]. The rock alteration 
formed during the mineralization and intrusion is a 
key parameter to explore the porphyry deposits. 
Hydrothermal alterations originated from the 
metasomatic processes changing the composition, 
mineralogy, and texture of rocks [5]. Potassic, 
phyllic, advanced argillic, intermediate argillic, 
propylitic, sodic–calcic and sodic, greisen, and 
skarn have been presented as major hydrothermal 
alteration types in the porphyry copper deposits [5, 
6]. Mapping of the porphyry copper alterations 
using remotely sensed data offers a variety of 
benefits such as availability, multi-band, data 

repetition in short time intervals, and detection 
ability to depict various units [7]. Additionally, 
using satellite imagery leads to saving time, 
money, and human resource. Advanced Space 
borne Thermal Emission and Reflection 
Radiometer (ASTER) is a Japanese sensor placed 
on the Terra platform by NASA in 1999; the 
information has been acquired from the instrument 
since 2000 [8]. ASTER provides high-resolution 
images in 14 spectral bands from the visible to the 
thermal infrared (TIR) regions of the 
electromagnetic spectrum. Visible Near Infrared 
(VNIR) is a sensor image in the three bands 
between 0.52 and 0.86 micrometers, Short Wave 
Infrared (SWIR) bands including six bands 
between 1.6 and 2.430 micrometers, and the last 
five bands are between 8.125 and 11.65 
micrometers (TIR), where the spatial resolutions 
are 15, 30, and 90 m, respectively [9]. Using the 
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remotely sensed data, especially the ASTER data, 
has been applied in geological research works, for 
instance, geological mapping [10-16] and 
alteration mapping [17-20]. Nowadays, the 
classification algorithms, converting data to 
meaningful information, have been widely used in 
geological mapping. Various classification 
techniques, both parametric and non-parametric, 
have been developed in different contexts—remote 
sensing inclusive [21]. The Maximum Likelihood 
Classifier (MLC), as a parametric method, assumes 
the class signature in normal distribution [22]. The 
most significant MLC issue is invalid for classes 
including several sub-classes or classes having 
different spectral features [23]. The non-parametric 
classification techniques have been introduced to 
solve this problem in remotely sensed data such as 
Neural Network (NN), Support Vector Machine 
(SVM), and Random Forest (RF) classifier [24-
27]. The SVM algorithm is based on the basic 
statistical learning theory introduced by Vapnik in 
1995 [28]. This method is widely used in a variety 
of pattern recognition applications such as copper 
potential mapping [29], separation of alteration 
zones [30], lithological classification [25], and land 
cover classification [31]. The RF algorithm is one 
of the advanced machine learning techniques 
classifying the data via classification and 
regression tree (CART: [32]). The potential use of 
the RF approach, as an efficient classifier, has been 
broadly investigated in the remotely sensed data 
and geological purposes [24, 33, 34]. Therefore, in 
this research work, two effective algorithms, SVM 
and RF, were used for alteration classification of 
the studied area located in SE Iran. Three different 
types of remotely sensed data including 14 ASTER 
band, 4 PCA bands, and 4 band ratios were used as 
the training data sets.  

2. Geology of studied area  
The subduction of the Arabian Plate beneath 
central Iran ceases to form the Central Iranian 
Volcanic belt, which hosts many known porphyry 
copper deposits such as Meiduk, Sarcheshmeh, and 
Takht-e-Gonbad [35-38] (Figure 1). The 1:100000 
sheet of Chahar-Gonbad was selected as an 

exploration sheet because of the importance of the 
exploration of porphyry copper deposits such as the 
Takht-e-Gonbad deposit. This sheet is situated in 
the Urumieh-Dokhtar magmatic arc and between 
the longitudes 56˚ 06ʹ 35ʺ  and 56˚ 28ʹ 10ʺ and the 
latitudes 29˚ 27ʹ 19ʺ and 29˚ 42ʹ 12ʺ. The rock units 
in this district include Eocene volcanic and 
pyroclastic rocks, where the striking N-S and the 
Neogene deposits are mainly exposed as carbonate 
or volcanic rocks in the southwestern, east, and 
center of the Chahar-Gonbad sheet. There is a 
colorful melange in the west and southwestern of 
the studied area, while the Quaternary alluvial 
deposits are in the north and northeastern. Only a 
few of the Paleozoic metamorphic rocks are found 
in the south of the studied area. In this area, igneous 
rocks are exposed as volcanic units, intrusive 
igneous rocks, and ophiolite complexes. 70% of the 
outcrop rocks are formed from volcanic rocks with 
ages of Eocene and Pliocene [39, 40]. Quartz-
sericitic or phyllic alteration is the most common 
type of alteration in aluminum-rich rocks at 
moderate depths. Major minerals are sericite 
(muscovite, illite), kaolinite +/- quartz, tourmaline, 
and sometimes carbonate minerals, and pyrite often 
accompanies them. The main area of the sericitic 
altered area is closely related to the rhyolitic tuff 
unit, and the second reason is their connection with 
hydrothermal processes. Argillic or intermediate 
argillic alteration is the most extensive and most 
common type of alteration for many hydrothermal 
and mineralization systems. The alteration of rock 
plagioclase causes the occurrence of this alteration 
with the presence of kaolinite, illite, smectite, and 
montmorillonite minerals. At this point, partial 
values of alonite were observed. Also Tuff-sand 
stone and Marn exist in these sections according to 
the geological map of the studied area. The 
propylitic alteration is the first and most external 
alteration around the deposit in the large area. The 
propylitic alteration is characterized by chlorite, 
epidote, calcite and lower amounts of smectite, 
zeolite, and amphibole. Chlorite, epidote, and 
calcite minerals are abundant in the studied area 
but many of them are not related to the propylitic 
alteration [40, 41].  
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Figure 1. a) Geographical location of studied area and Urumieh Dokhtar magmatic arc in Iran, b) simplified 

geological map of Kerman belt and the locations of Takht-e-Gonbad and other main porphyry copper deposits, 
i.e. Meiduk and Sarcheshmeh (original map from [42] and modified by [40]). 

3. Support vector machine (SVM) 
Different classes are classified by SVM based on 
finding an optimal separating hyperplane, where 
the hyperplane has the maximum distance from the 
points close to the decision boundary. Support 
vectors are the points near the optimal separating 
hyperplane; all the other points are irrelevant for 
identifying the binary class boundaries [28]. When 
the data is not linearly separable, the kernel 
function is applied to solve a non-linear problem. 
This method can provide a single solution with a 
strong feature that is more appropriate for 
classification problems with poor conditions [29]. 
The SVM algorithm for a two-class problem is 
discussed. The equation of line separator two-class 
or two groups can be written by sgn(x) that is a sign 
function as a decision function:  

( ) sgn( )if x wx b   
Where w  is a decision hyperplane normal vector 

and ix  is the data point i  [22]. Assume that all data 
is at least distance 1 from the hyperplane; then the 
following two constraints follow for a training set 

{( ii yx , )}, where iy  is the class of data point i 

(i.e.  1, 1iy   
). 

1 1i iwx b for y      

1 1i iwx b for y      
which is equivalent to:  

( ) 1 1, 2,...,i iy wx b i n    

For calculating )(xf , the two parameters of 
decision function w  and b  should be found by 
solving the Lagrange quadratic function. There are 
objective and minimization functions in the 
quadratic function that according to the above 
assumptions are: 

Minimize 
21( )

2
w w 

  

subject to: 

(( ) ) 1 1,...,i iy wx b i l    
The Lagrange function is constructed and 
minimized as follows:  

2

1

1( , , ) ( (( ) ) 1
2

l

i i i
i

L w b w y x w b 


   
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Then the derivative Lagrange function is taken 
with respect to w, b, and ߙ afterwards it is equated 
to 0.  

( , , ) 0 , ( , , ) 0L w b L w b
b w

  
 

   
where ߙ is a Lagrange multiplier that is called dual 
variables. The objective function of the dual 
problem is required to maximize. Dual variables 
are calculated by the following optimization 
function [43]: 

1 1

1 ( )
2

l l

i i j i j i j
i ij

Maximize y y x x 
 

 
 

subject to: 

1
0, 1,..., , 0

l

i i i
i

i l and y 


  
 

Finally, the new decision function based on the rule 
of optimal hyperplane is as follows [43]:  

1
( ) sgn( ( ) )

l

i i i
i

f x y xx b


 
 

Dual variables are obtained by solving the 
quadratic and training set; afterwards, SVM is used 
for classifying the testing data. An important 
assumption is that the data with linearly separable 
can be correctly classified by a linear SVM, and if 
the data is not linearly separable, it could not be 
correctly classified by the linear decision [30]. 
Therefore, this problem is solved using various 
kernel functions, applied for transforming the input 
features to a higher dimensional space that is called 
feature space. The original feature space can 
always be mapped to some higher dimensional 
feature space, where the training set is separable. 
The linear classifier relies on an inner product 
between vectors jiji xxxxK ),( . If every data 
point is mapped into a high-dimensional space via 
some transformation )(: xx   , the inner 
product becomes:  

( , ) ( ). ( )i j i jk x x x x   

In this function, ( ). ( )i jx x   are used instead of 
,i jx x  Now, kernel function K ( ji xx , ) is used such 

that: 

1
( ) sgn( ( ( ). ( )) )

l

i i i
i

f x y x x b  


 
 

Finally, the following function, as decision 
function, is presented:  

1
( ) sgn( ( , ) )

l

i i i
i

f x y K x x b


 
 

There are some common kernel functions such as 
1. Linear, 2. Polynomial, 3. Radial basis function 
(RBF: [43]). In this work, the following kernel 
function was considered: 

The radial basis function (RBF) 
2( )( , ) i jx x

i jk x x e  
 

where , as the kernel parameter, is referred to the 
RBF width [43]. The RBF kernel commonly used 
in SVM classification due to high-dimensional data 
can be analyzed, and just the two parameters C  
(penalty parameter) and   are required. The two 
stages of design SVM are as follow: 1. Choosing a 
kernel function and 2. Determining C  margin 
constant parameter [44]. The SVM classifier uses 
the one-against-one method for multiple-class 
problems to classify the data by considering the 
class with the greatest number of votes. In this 
method, for m+1 classes, m (m+1)/2 of two class 
classifier is produced to classify the combination of 
two classes of data [45].  

4. Random forest (RF) 
One of the most developed and non-parametric 
machine learning methods is the RF technique, 
which is based on a decision tree. RF is an 
ensemble learning method that has been used for 
various applications such as classification and 
regression [46]. The samples were randomly 
selected from the observation data by the bootstrap 
method, and a tree was grown for each sample by 
the recursive partitioning algorithms. These 
algorithms were stopped when the tree reached a 
large size and one node was produced for each 
observation. This process was continued until an 
RF model was developed. Variable importance 
(VI) is an index that is used for ranking the 
variables; the Gini and Permutation importance 
indices are known as the VI index. The Gini index 
was applied to construct the RF trees based on 
determining the impurity of each node in a decision 
tree [32, 47]. The RF classifier uses a voting 
system, whereby the class of forest has been 
selected by the majority vote of the class. The final 
classification map is formed based on the majority 
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vote of each class that has been calculated from all 
the trees and assigned to each pixel basis [32, 48].  

5. Datasets  
5.1. Aster data 
The ASTER level L1T scene that covered the 
1:100000 sheet of Chahar-Gonbad was recorded in 
summer on 21 April, 2007 at 07:02:51.793 AM 
GMT. The cloud cover of the ASTER scene is 
almost equal to zero, and also 133.660 and 65.980 
are the solar azimuth angle and the solar elevation 
angle, respectively. Data pre-processing including 
applying the corrections and masking vegetation is 
an important step in the data mining process. 
Therefore, the image was mapped to the Universal 
Transverse Mercator (UTM) zone 40N and was 
georeferenced to the World Geodetic System 1984 
for applying the geometric correction. The 
radiometric correction is performed for this data 
based on the Log-Residual and LAR reflectance 
corrections [49].  

5.2. Principal component analysis (PCA) 
PCA is one of the most powerful multivariate 
techniques used for data analysis and processing 
[50]. PCA is broadly used in many fields such as 
data compression, image processing, visualization, 
exploratory data analysis, pattern recognition, and 
time series prediction. The initial data is 
transformed to a new set of variables (principal 
components) using PCA, which leads to 
summarize the features of the data and to reduce 
the dimensions [51]. In this work, PCA was used 
on the original 14 ASTER bands including the 
SWIR, VNIR, and TIR ones. 

5.3. Band ratio  
Band ratio is one of the multi-spectral image 
processing methods that is calculated by dividing 
the image pixel values or one spectral band on the 
corresponding image pixel or the other bands. This 
method can enhance the spectral reflectance by 
reducing the effect of topography [52]. The 
hydrothermal zone is characterized by the mineral 
assemblages, which indicates the diagnostic 
spectral absorption features [18]. According to the 
spectral characteristics of the index minerals 
(Figure 2), the band ratios were calculated. For 
example, the chlorite, epidote, and calcite minerals 
are known as the index minerals of the propylitic 
alteration. On the other hand, Fe, Mg-OH 
absorption features and CO3 features determine the 
propylitic reflectance spectra by molecular 
vibrations in the index minerals of the propylitic 
alteration [53]. The spectra for epidote, chlorite, 

and carbonate display the absorption features in the 
2.35 µm region, which coincide with ASTER band 
8 [18]. The kaolinite and alunite spectra, which are 
the index minerals of the argillic alteration, show 
an absorption in ASTER band 5 situated at the 2.17 
µm region. The reflectance spectra of Muscovite 
and illite, as the index minerals of the phyllic 
alteration, indicate an intense Al-OH absorption 
feature at 2.20 µm that coincide with ASTER band 
6 [18]. According to these spectral features and the 
previous studies, band ratios 9/8, (7+9)/8, (4+6)/5, 
7/6, and (5+7)/6 have been determined for 
enhancing the alterations in this area [54, 55].  

 
Figure 2. Reflectance spectra for popular 

hydrothermal minerals [18, 56]. 

6. Preparing dataset 
The three training datasets include14 band ASTER 
and 19 derivative data of original ASTER by 
applying the band ratio and PC techniques (Table 
1). These derivative datasets are expected to 
classify better than the original datasets [25]. Three 
alteration zones, namely argillic, propylitic, and 
phyllic are defined as the target classes in the 
classification. 

Table 1. Input data for SVM- and RF-based 
alteration classification. 

Dataset name Description Number of data 
layers 

ASTER Original aster band 14 

PC Principal component 
of ASTER 14 

Band ratio Band ratio of ASTER 5 
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The training samples were selected from known 
locations and ASTER imagery representing the 
mentioned alterations. The ASTER imagery with 
RGB (4, 6, 8) that expose the alteration zones are 
used as the representative training areas with the 
geological knowledge of the studied area. A 
sufficient number of training samples were 
selected for each one of the target classes. The 
number of training samples is 10n pixels for each 
class was proposed by [57], whereas 10n to 30n 
pixels were suggested by [58] and [59], where n is 
the number of bands. Therefore, in this work, the 
number of pixels for each class is almost 10n 
(Table 2). 

Table 2. Number of pixels for training and 
validation areas used in the Chahar Gonbad area 
for classification of ASTER data by SVM and RF. 
Alteration 

class SVM and RF methods 

 No. of training pixels No. of validation 
pixels 

Propylitic 
Argillic 
Phyllic 

2067 
642 
567 

Total = 3276 

886 
275 
243 

Total = 1404 

7. Application of SVM to studied area 
In this section, the data is classified by the SVM 
algorithm by the one-against-one strategy. The 

argillic, propylitic, and phyllic are used as the 
target classes, and 14 band ASTER, 5 band ratios, 
and 14 band PC are used as the training datasets 
(Table 1). The values for all the input data layers 
were extracted for each training point location and 
formatted as the feature vectors to create the 
training datasets [25]. The process of training data 
is controlled in order to prevent over-learning error 
in the training process and to validate the 
performance of the SVM classifier by the 
validation data [25, 29]. Therefore, 70% of the total 
samples was randomly selected as the training data 
and 30% of them as the independent validate data. 
A non-linear kernel function is often applied since 
the remotely sensed data is not linearly separable. 
Also the Radial Basis Function (RBF) kernel is 
widely used in remote sensing methods [26, 27, 
60]. The optimization SVM parameters (γ, C) are 
obtained by the grid search method in order to 
achieve the best model. A grid search was 
performed by increasing the values of the 
parameters, while cross-validating each set of 
values by error and truth so that the values 0.5 and 
2 were determined as γ and C, respectively. Finally, 
the alteration map of the total samples of the 
studied area was produced by the SVM technique 
with the optimum parameters (Figure 3). 

 

 
Figure 3. Alteration map derived from the classification ASTER image using SVM. 

In order to evaluate the performance of the SVM 
method, the confuse matrix and the overall 
accuracy were calculated and presented in Table 3. 
According to the results obtained, the best 

classification was assigned to the propylitic 
alteration and the lowest accuracy was assigned to 
the argillic alteration. As indicated, a large amount 
of the argillic alteration was detected as the phyllic 
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alteration; these alterations had the same behavior 
and occurred very close together. Additionally, the 
phyllic alteration is often associated with the 
argillic alteration, which occurs at lower 
temperatures and dominantly affects plagioclase 
[61]. 

Table 3. Confusion matrix for validation dataset by 
SVM. 

 Argillic Phyllic Propylitic 
Unclassified 

Argillic 
Phyllic 

Propylitic 
Total 

Proportion correct 

0 
180 
89 
6 

275 
0.654 

0 
67 

176 
0 

243 
0.724 

47 
3 

23 
813 
886 

0.917 
Overall accuracy (1169/1404) = 0.83 
Kappa coefficient 0.6994 

8. Application of RF to studied area 
In this section, the RF method is applied for 
classification alteration by an IDL-based remote 
sensing software called EnMAP-Box, which exists 
at Environmental Mapping and Analysis Program 
([62]; EnMAP, http://www.enmap.org). All the 
three input datasets including ASTER data, PC 
images, and band ratio were used for RF 
classification. The number of variables in each 
node of the tree (Mtry) and the number of trees 

(Ntree) are required as the RF parameters to 
develop the model. The square root of the number 
of variables is suggested to select for Mtry [32, 47, 
63]. There were 33 variables (14 ASTER band, 14 
PC, 5 band ratios) in this work, and therefore, Mtry 
was set to 6 and 100 was set as the default for 
Ntree. Three input datasets including 14 band 
ASTER, PC, and band ratio were applied as the 
training datasets for classification by the RF model; 
then the accuracy of the model was calculated 
(Table 4). The confuse matrix and Kappa 
coefficient were calculated for validating RF 
classification. According to the results of the 
accuracy, the highest classification accuracy 
(0.855) is referred to propylitic and the lowest 
accuracy (0.567) was referred to argillic, the same 
as the result for the SVM accuracy. Comparing 
Tables 4 and 5, it can be concluded that the 
accuracy of argillic and propylitic in SVM is 
greater than their equivalent values in RF as well 
as the overall accuracy, whereas the proportion 
correct phyllic in RF is almost higher than the 
equivalent value in SVM. 

Finally, the alteration map of the total samples of 
the studied area was produced using the RF model 
(Figure 4). 

Table 4. Confusion matrix for validation dataset by RF. 
 Argillic Phyllic Propylitic 

Unclassified 
Argillic 
Phyllic 

Propylitic 
Total 

Proportion correct 

0 
156 
73 
46 
275 

0.567 

0 
46 

197 
0 

243 
0.810 

95 
30 
3 

758 
886 

0.855 
Overall accuracy (1111/1404) = 0.791 
Kappa coefficient 0.5971 

 
9. Discussion 
The two efficient methods RF and SVM are able to 
separate the phyllic, argillic, and propylitic 
alteration zones. These two methods have 
responded well to the classification and 
identification of alterations due to the complexity 
of the trigonometric algorithm. The best 
classification method was selected based on the 
amount of misclassification and accuracy. 
According to Tables 3 and 4, the overall accuracy 
of the RF method is lower than that for the SVM 
method (about %4 less), which is not very 
significant. The results obtained show that the 
performance of SVM is more powerful than that 
for RF in the classification of alterations in this 
research work. In addition, the value of the Kappa 

coefficient for SVM is approximately 0.1 more 
than the RF Kappa coefficient. Some important 
findings are easily extracted from the alteration 
maps accordingly; three main alterations were 
determined, which were mainly located in the 
center, northwest, and southeast part of the studied 
area; therefore, these regions require further 
studies. However, the performance of the SVM and 
RF algorithms were analyzed statistically by 
individual, overall accuracies, and Kappa 
coefficient, alteration maps were not reviewed. In 
order to meet this objective, some places of the 
alteration maps derived from the RF and SVM 
algorithms show different behaviors. According to 
point A in Figures 3 and 4, the RF model has a good 
ability in allocating the phyllic classes, while some 

http://www.enmap.org).
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of the argillic pixels are allocated to the phyllic 
class mistakenly by the SVM model representing 
point B in Figures 3 and 4. It can be concluded that 
the accuracy of SVM is stronger than RF in this 
case (Tables 3 and 4). Despite the high-intensity 
propylitic alteration in the southern part of the 
alteration map produced by SVM, there is a low 
intensity of them in the northern part of the studied 

area, although it has conversely occurred in the 
alteration map produced by RF, which is illustrated 
in points C and D in Figures 3 and 4. According to 
the achieved results and comparing the 
performance of the two methods, the SVM method 
was selected as a powerful method with the RBF 
kernel function for the alterations classification in 
this work. 

 

 
Figure 4. The alteration map derived from the classification ASTER image using RF. 

10. Validation of results 
Ground control points, which are very important 
and sensitive, directly affect the accuracy of the 
mathematical model. Ground control points can be 
selected from various sources such as previously 
corrected images with proportional scale or digital 
base maps. Some notes must be considered in 
choosing the points such as their stability and 
precision on the image and their distribution in the 
whole image. An adequate number of ground 

control points (x, y, z) was selected in the UTM 
coordinate system and the WGS elliptical, 40 N 
zone on the image and layers, based on the layers 
extracted from the 1:25000 maps of the area. Field 
checking was performed using field observation 
and geological maps. It was concluded that the 
representative samples of the index alterations 
were matched with ground control points with their 
location recorded using a global positioning system 
(GPS).  

Table 5. Location of ground control points with the observation results.  
Alteration type Y X ID 

Argillic, Phyllic, Propylitic 3269764 433033 G1 
Argillic, Phyllic 3269965 430458 G2 

Phyllic, Propylitic 3274913 428994 G3 
Phyllic, Propylitic 3272909 432262 G4 
Phyllic, Propylitic 3271522 426203 G5 

Propylitic 3281357 423228 G6 
Argillic, Phyllic 3275438 419204 G7 
Argillic, Phyllic 3273757 423598 G8 
Argillic, Phyllic 3262087 445721 G9 

Propylitic 3280648 426419 G10 
Propylitic 3280818 427159 G11 
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Figure 5. Location of ground control points on the alteration map achieved by the RF algorithm. 

11. Conclusions 
This work suggests the machine learning-based 
methods such as SVM and RF for remote sensing 
data classification. The classification of remotely 
sensed data is requested to use a high-resolution 
data; therefore, these methods were implemented 
using the ASTER data. After reasonable processing 
on the data, the 14 bands original ASTER and 
derived ASTER data such as PC and band ratio as 
the training data were used to classify. Radial basis 
function kernel and optimum parameters were 
selected for the SVM algorithm to classify the 
alterations of the studied area. The results obtained 
illustrate that the machine learning methods can 
achieve acceptable accuracies and help to save time 
and cost. Also these results indicate that SVM is 
competitive with the RF algorithm in terms of 
classification accuracy of remotely sensed data in 
the studied area. The results illustrate that the SVM 
method outperform the RF classifier in terms of the 
overall accuracy by about 4% and Kappa 
coefficient of about 0.1. Therefore, SVM can be 
used to increase the classification accuracy.  
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  چکیده:

پر  بندي، وقت گیر وهاي طبقهها منطقه است. مطالعات صحرایی براي تهیه نقشهاکتشاف ذخایر، شناسایی و به نقشه درآوردن دگرسانیمراحل مهمترین یکی از 
ز احقیق، تواند جایگزین مطالعات صحرایی شوند. در این تهاي سریع و چند باندي است، میهاي سنجش از راه دور که دادهباشد، بنابراین پردازش دادههزینه می

استفاده  پشتیبانهاي جنگل تصادفی و ماشین بردار روش جدید یادگیري ماشین از جمله الگوریتمبا استفاده از دو  دگرسانی بنديبراي طبقهASTER تصاویر
هاي به عنوان مجموعه دادههاي اصلی است، آنالیز مؤلفهو ينسبت باند که شامل تصاویر ASTER لایه استخراج شده از 19و   ASTERباند  14شده است. 

داراي دقت و عملکرد  ماشین بردار پشتیبان حاصل از دو روش ذکر شده، تأیید کرد که مدل عدديمقایسه نتایج شده است. آموزشی براي بهبود نتایج استفاده 
  .استمنطقه مورد مطالعه  هايدگرسانیبندي براي طبقه جنگل تصادفی نسبت به مدل بهتري

  .، مس پورفیريدگرسانی،  ASTERبندي، یادگیري ماشین، جنگل تصادفی، ماشین بردار پشتیبان،طبقه کلمات کلیدي:
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