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Considering the effect of fractures in increasing hydrocarbon recovery, the study of
reservoir rock fractures is of particular importance. Fractures are one of the most
important fluid flow paths in carbonate reservoirs. Image logs provide the ability to
detect fractures and other geological features and reservoir layers. In this study, two
approaches were used to detect fractures using FMI image log in two wells A and B
located in one of oilfields in southwest of Iran. In the first stage, the correction and
processing of the FMI raw data were carried out to identify the number and position of
fractures, as well as the dip, extension, classification, and density of fractures. In the
second step, by considering that the fractures possess the edges in the FMI images,
various edge detection filters such as Prewitt, Canny, Roberts, LOG, Zero-cross and
Sobel were applied on the image data, and then, their performances for identification
of fractures were compared. Finally, the automatic identification of fractures was done
by applying the Hough transform algorithm and the results showed that Canny
algorithm was the best option to perform Hough transformation. The comparison of the
efficiency of the above-mentioned edge detection filters for identification of fractures,
and more importantly, the automatic identification of fractures using the Hough
transform algorithm can be considered as the novelty of this research work.

List of Acronyms

Formation Micro Imager FMI ways to identify reservoir fractures. One of the
Charge-Coupled Device CCD most important sources for studying the properties
Support Vector Machine SVM of the reservoir is the drilling core. Core study is a
Pulse-Coupled Neural Networks PCNN typical small-scale method for determining
Laplacian Of Gaussian operator LOG . .

fractures in the well. In fractured reservoirs, the use
Hough Transform HT e . .
Red. Blue. and Green RGB of core has three limitations. High cost of core
Non’—MaXi’mum Suppression NMS preparation, non-orientation and low recovery in
Higher Threshold Tn fractured zones [3; 4]. Image logs do not have these
Lower Threshold TL limitations compared to cores. Image logs are a

1. Introduction

Fractures are one of the most important fluid

cylindrical, virtual image of a high-resolution well
wall capable of displaying subtle wall phenomena
[5]. FMI (Formation Micro Imager) is a new
generation of imager logs that, by measuring the

flow paths in carbonate reservoirs [1]. Regarding
the importance of fracture properties, their
effective role in increasing porosity, permeability
and consequently high oil production in these
reservoirs can be mentioned [2]. There are several
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relative specific resistance, provides a cylindrical
and virtual image of the well wall, which is able to
show the subtle phenomena of the wall. Common
applications  of  these images include:
characterization of fracture properties, reservoir
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structure, bedding and dip detection, porosity and
permeability, fault diagnosis and orientation,
evaluation of stresses on wellbore [6; 7]. Many
studies have been performed to identify fractures in
different ways. Wang et al (2007) developed a new
algorithm to detect fractures in rock using images
taken from rock with advanced CCD (charge-
coupled device) cameras. After removing noise,
they segmented the image based on the edges and
extracted eleven features using the support vector
machine (SVM) to separate fractures from other
phenomena [41]. Wang and Wang (2010) revealed
the edges using an ultraviolet image taken from
rocks alongside optical images. He used the Canny
edge detection and the threshold to detect the
edges. He then removed the noise and found the
fracture curves. He then proceeded to attach the
fragments to a fracture and fill the incisions [38].
He and Wang (2010) used a new type of neural
network PCNN (pulse-coupled neural networks),
to detect fractures using a new method for edge
detection [39]. Seifallahi et al (2013) separated
image fractures from wells using image processing
and artificial intelligence techniques. They used the
color feature as the parameter to determine the
fracture points. They used the self-organized map
(SOM) network algorithm to separate the pixels of
the natural fracture points [40]. Assous et al (2014)
were able to create a new algorithm for detecting
fractures and separating features of sinusoidal
planes with edge information [35]. Shafiabadi et al
(2021) Identified reservoir fractures from an FMI
imaging log using Canny and Sobel edge detection
algorithms. The results of comparing the two
methods showed that the use of Canny edge
detection method helps the interpreter to identify
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fractures [36]. Shafiabadi et al (2021) used the
Canny Edge Algorithm to identify fractures and
their dip by applying the Hough transform
algorithm (HT) [37]. Zhang et al (2021) identified
fractures using an improved ant colony method
[42]. One of the goals and innovations of the
current research is to use a variety of edge detection
algorithms such as Canny, Sobel, Roberts, Prewitt,
LOG and Zero-Cross edge detection algorithms for
detection of fractures. These algorithms can be
used to identify the fracture edges of oil reservoirs
that appear as sinusoidal curves in the FMI image
log. The next step after detecting fracture edges is
to compare the performance of edge detection
algorithms in order to choose the most appropriate
algorithm, and then to apply the Hough transform
algorithm for automatic detection of fractures in
this research.

2. FMI imaging tool

The FMI tool was developed in 1991 by
Schlumberger. The FMI tool is mounted on four
main pads and four secondary pads called flaps.
These eight pads/ flaps are composed of two rows
of 12 buttons that result in 192 sensor electrodes
[8]. The pads attach to the wall of the well by
means of arms to allow good contact between the
electrodes and the wall. The FMI tool has the
ability to cover 80% of the inner wall of the well in
8.5 inch diameter wells. Figure 1 illustrates the
FMI measurement principle and FMI tool
configuration. Generally, in FMI logs, layers and
fractures in the well appear as sinusoidal curves.
From its sinusoidal curves, azimuth and dip of the
layer can be obtained [9; 8].
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Figure 1. FMI tool configuration. Projection of a planar intersection with a cylindrical borehole. Dip direction of
the planar feature is given by the orientation of the sinusoid minimum; dip angle = arc tan (h/d) where h = height
of sinusoid and d = borehole diameter [10; 8].

3. Geological setting

Zagros sedimentary basin is one of the most
important oil basins in the world located in

southwestern Iran and northern Iraq. This belt was
created by the closure of the young Tethys Ocean
and the collision of the Arabian plate with Eurasia
[11; 12]. The Dezful embayment is part of the



Shafiabadi and Kamkar-Rouhani

folded Zagros Belt located in the southern part of
Khuzestan. It covers an area of about 60,000
kilometers and has 45 oilfields in the area [13]. The
study area is located in the Dezful embayment in
the Zagros Basin (Figure 2). In this research, 2
wells numbered 245 and 314 from the Gachsaran
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oil field located in the southwest of Iran were
selected using GEOLOG software to identify and
interpret the fractures. Gachsaran field is about 70
kilometers long and has a variable width of 6 to 15
kilometers [12]. Figure 3 shows the stratigraphic
column of Zagros.
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Figure 2. Location of Gachsaran oil field in Dezful embayment, southwest of Iran [14].
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Figure 3. The stratigraphic column of the Zagros fold-thrust belt [15].
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4. Fractures analysis from FMI image logs
4.1. Drilling induced fractures

These fractures are caused by drilling-related
factors artificially and by the uneven distribution of
tangential stresses applied to the well wall at the
intersection of maximum horizontal stresses and
minimum horizontal stresses. These fractures are
semi-stable and over time the well begins to
breakout in these areas, and it causes the well
opening to become oval [16]. The pattern of these
fractures on the FMI image logs is in the form of
lines perpendicular to the layering (Figure 4a).

IMAGE IMAGE_DYNAMIC_1

‘ IMAGE IMAGE_DYNAMIC 1
3 ¥ N

Journal of Mining & Environment, Vol. 16, No. 2, 2025

4.2. Closed fractures

Closed fractures are filled by cement and appear
as white sine waves on FMI image logs. Cemented
surfaces indicate permeable barriers to fluid flow
(Figure 4b) [17; 10].

4.3. Open fractures

In open fractures or fractures filled by
conductive materials, the structures appear dark in
color. Because the matrix resistance is greater than
the drilling mud, open fractures in the image logs
appear to be continuous, dark or opaque sine waves
(Figure 4c) [18; 10].
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Figure 4. Example of fractures in wellbore image logs, a) Drilling induced fracture, b) Close fractures and
¢) Open fractures.

4.4. Fault

Faults are a type of fractures. The slight
difference in depth between a similar images on
either side of a bent surface may indicate a fault, so
sudden changes in the dip between two sets of
images may be a fault. The factors that help to
identify the Fault are sudden change in dip and
layering, Fractures around the fault and sudden
change in the direction and angle of the well [19;
17].

5. Edge detection techniques

Image processing is the best tool for feature
extraction and position analysis. The edge
detection process is one of the most effective and
useful techniques in image processing, especially
in isolating and identifying the original image
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frame [20]. The edge can be defined as the
discontinuity in the intensity of light from one pixel
to another. The reason for creating an edge in an
image is the difference in light intensity on both
sides of the edge [21]. Many methods are used for
edge detection, generally there are 2 general
classification categories for edge detection:
Laplacian-based methods and gradient-based
methods. In these methods, the gradient and
Laplacian stereotypes are matched by the
convolution operator throughout the image points
and reveal the amount of changes in the
illuminance level in several limited directions and
by applying a threshold value on the resulting
image, edges related to stereotypes are extracted.
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5.1. Edge detection using the gradient method

The gradient works on the first derivative. Edge
detection filters based on the first derivative
include Prewitt, Roberts, Sobel and Canny edge
detection filters [22; 20].

5.1.1. Roberts operator

This filter is one of the first methods of image
edge recognition that uses two 2x2 matrices. The
main purpose of this filter is to extract diagonal
edges in the image and is based on the
implementation of diagonal differences. The only
drawback of this algorithm is its high sensitivity to
noise due to the use of low points in derivative
estimation [20]. The Roberts filter procedure is
illustrated in Figure 5. This is very similar to the
Sobel operator. The gradient magnitude is given by
[23]:

|G| = \/ze +G,°
Finally, it becomes the following equation:

|G| = |Gx| + |Gy| (2)

(D

The angle of orientation of the edge given by:

Gy
0= ArctanG— —3m/4 3)
+1 0 0 -1
0 -1 +1
Gx GY

Figure 5. Masks used for gradient operations on
Roberts operator [24].

5.1.2. Prewitt operator

As the simplest filter with a 3x3 mask, this filter
is one of the filters that are symmetrical around the
central point. The difference between the third and
first row approximates the derivative in the x
direction and the difference between the third and
first column approximates the derivative in the y
direction in the desired area (Figure 6). This
operator is used to find vertical and horizontal
edges [20; 25; 26]. The gradient magnitude is given
by:

|G| = \/ze +G,° 4

Finally as:

693

Journal of Mining & Environment, Vol. 16, No. 2, 2025

|Gl = |Gyl + |Gy 5)

The angle of orientation of the edge given by
the following equation:

Gy
0 = Arctan— (6)
Gx
-1 -1 -1 -1 0 | +1
0 0 0 -1 0 | +1
+ | +1 |+ -1 0 | +1

G Gy
Figure 6. Masks used for gradient operations on
Prewitt operator [24].

5.1.3. Sobel operator

The Sobel edge detection method created using
the first-order derivative approximation. The
operator uses two 3%X3  kernels which
are convolved with the original image to calculate
approximations of the derivatives — one for
horizontal changes, and one for vertical [27; 20].
The Gy filter finds the horizontal edges and the Gx
filter finds the vertical edges (Figure 7). The
combination of these two filters finds all the
horizontal and vertical edges of the image. The
gradient magnitude is given by the following
equation:

|G| = \/ze +G,° (7
Finally as:
1G] = 1Gx| +|Gy| (8)

The angle of the edge direction in the Sobel
algorithm is calculated by the following equation:

Gy
0 = Arctan— 9)
Gx
-1 -2 -1 -1 0 +1
0 0 0 -2 0 +2
+1 | +2 | +1 -1 0 +1
Gy Gy

Figure 7. Masks used for gradient operations on
Sobel operator [24]

5.1.4. Canny operator

The Canny edge detection technique was first
developed by John Canny for his master's thesis at
MIT in 1983 and this algorithm uses the first-order
derivative of the image [28; 24]. Canny edge
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detection technique is known for its ability to
produce thin edges up to one pixel for continuous
edges. The steps of Canny algorithm are as follows
(Figure 8) [25; 24]:

1. Noise reduction: The input image may contain
noise, and if the image noise is not reduced,
many points in the image will be incorrectly
identified as edges. Therefore, a Gaussian filter
is applied to the image to reduce the image
noise.

2. Gradient calculation; in the second step of the
canny algorithm, the intensity and direction (It
determines the direction of changes in
brightness) of rotations are calculated.

@ @
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3. Non-maximal suppression; in this section, non-
maximal suppression is performed to thin the
edges.

4. Double threshold; in this section, two threshold
limits (upper threshold limit and lower threshold
limit) are selected for the gradient image (the
output image of the third step).

5. Hysteresis thresholding: In the previous step, the
task of the strong pixels was determined, and
only the weak pixels remain, and their task is
also determined in this step. At this stage, a final
decision must be made for weak pixels, either
they should be turned into edges (strong pixels)
or removed (irrelevant pixels).

®

Figure 8. a) Original image, b) Smoothed image using Gaussian filter to remove noise, ¢) Calculated gradient
amplitudes along with their directions, d) Removing non-maximum points to remove false edges, e) thresholding
and f) The final image.

5.2. Edge detection using the Laplacian method

Obviously, wherever the first derivative is
maximal, the second derivative will be zero. So
another way to find the edge is to use a second
derivative, which is the Laplacian method. The
sensitivity of the Laplacian operator to noise is
very high because it is correlated with zero
crossing points, while in most cases the noise
signal is small and near zero [29].

5.2.1. LOG operator

The Laplacian of Gaussian operator (LOG) uses
the second derivative of the image and is
independent of the direction of the boundaries, for
this reason this operator is a scalar value and not a
vector. The sensitivity of Laplacian operator to
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noise is very high because it is related to zero
crossing points and this is while in most cases the
noise signal also has small values and close to zero.
For this reason, first a low-pass filter is applied to
the image to reduce the effect of noise, and then the
Laplacian operator is applied. This is done using a
3x%3 mask in Figure 9 and is defined as follows
[20]:

_ 0 f(xy) 4 *f(x,y)

V2 10
-1 0 -1 -1 -1

-1 4 -1 -1 8 -1
-1 0 -1 -1 -1
G, Gy

Figure 9. Masks used for gradient operations on LOG
operator [24].
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5.2.2. Zero-Cross method

One of the best methods of edge detection is the
Zero-Crossing method. The starting point for the
zero crossing detector is an image filtered using a
Gaussian Laplacian filter. The output from the
zero-crossing detector is usually a binary image
with single thick lines indicating the positions of
the Zero-Crossing points. Zero-Crossings also
occur wherever the gradient of the image intensity
begins to increase or decrease, and this may occur
in places where edge sharpness does not occur [30;
31; 24].

Journal of Mining & Environment, Vol. 16, No. 2, 2025

6. Methodology

Converting the color image from the GEOLOG
software to the gray level image is the first step of
the research under study. An RGB image consists
of three matrices, each of which holds the G, R, and
B (red, blue, and green) values of the color image.
The display of the image on the screen is done by
combining the values of the corresponding levels
in three matrices. A pixel will have a gray value
when it's R, G, B components have the same
values. In this step, we convert the RGB image to
gray scale (Figure 10).

Figure 10. Results of edge detection on the FMI Image. a) Original image, b) Gray-scale image.

6.1. Preprocessing

In the preprocessing section, the size and
direction of the gradient of the image is calculated.
For this purpose, the image is first smoothed with
a Gaussian filter, which reduces image noise. The
value of the standard deviation of the Gaussian
function is adjusted according to the amount of
image noise. Then, the size and direction of the
image gradient is calculated by applying Roberts,
Sobel and the other filters in both vertical and
horizontal directions.

6.1.1. Selection of initial edge point

In this section, edge candidate points are
extracted based on the gradient and Laplace criteria
of the image. In the proposed algorithm, the
method of removing Non-maximum Suppression
(NMS) and the Laplace zero crossing condition are
used to determine edge candidate pixels. First, in
order to select the initial points of the edge
candidates, the gradient size image is thresholded.

6.1.2. Non-maximum suppression

The purpose of the canny algorithm is to find
the center of the edges of the image. In the gradient
intensity image, the places where there is an edge
have a high thickness. If the same image is used
directly, the edges obtained in the final image will
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have a high thickness, which is not desirable. To
solve this problem, in the third step, the non-
maximum points of the image are suppressed so
that the thickness of the edges of the intensity
image is reduced and suitable for the interpretation
of the shape [24].

6.2. Postprocessing

The last step of the proposed algorithm is
hysteresis thresholding on the edge image.

6.2.1. Hysteresis threshold

In the last step, the edges should be extracted by
thresholding the images obtained from the previous
step, which is done by the Canny algorithm with
the hysteresis threshold method. In this method,
there are two thresholds Ty and Ty, pixels that have
avalue greater than Ty are called strong edge pixels
and pixels that have a value between Ty and Ty are
called weak pixels [32; 24; 33]. The upper and
lower thresholds obtained from this research are as
follows (See the Appendix for more details):

Th =[0.3, 0.4], s =/10

"The reason for using this threshold range in
this study was that the lower the thresholds such as
Th=[0.1, 0.2] applied to the image, the more edges
would appear other than the fractures. The higher
the thresholds such as Th =[0.7, 0.9] are applied to
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the image, the edge of the sinusoidal curve of the
fractures is removed. As a result, the most
moderate Terscheld in this study (Th=[0.3, 0.4])
was selected so that neither the many edges of the

Journal of Mining & Environment, Vol. 16, No. 2, 2025

fractures were removed nor the many edges other
than the fractures appeared". Figurell shows an
example of different thresholds, the wrong choice
of threshold can lead us away from the target.

Figure 11. An example of incorrect thresholds that are not fitted to the fracture curve. a) Th=[0.1
0.6],Sigma=sqrt(15), b) Th=[0.4 0.6],Sigma=sqrt(1) and c¢) Th=[0.6 0.9],Sigma=sqrt(3)

7. Hough transform algorithm

Hough transform is a method to extract features
in image analysis and digital image processing. The
main idea of Hough's method is that we start from
a point which is the pixels on the edge of the input
image. We assume that (X, Y) is the coordinate of
this point on the image, the equation of the line
passing through this point is represented by a
formula in the form of Y = aX+b and all (a, b) that

apply to this equation are stored in an accumulator
array. For example, suppose one of the points
is(X,Y) = (1,1). The form of the equation is 1 =
a.1 + b and this form of the equation can also be
converted to b = —a + 1. Therefore, the above
equation includes all pairs of points associated with
a single point (1, 1) which is shown in Figure 12
[34].
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Figure 12. A schematic presentation of a line associated with the point (1, 1).

8. Results analysis and discussion

Since color plays an important role in image
analysis and color images have more information
than gray and black and white images, in this study,
the operation of the edge detection algorithm is
implemented on FMI color images to obtain a more
favorable result. Figure 13 shows the flowchart of
the method of doing the research under study.
Figure 14 shows the results of implementation of
the Canny, Sobel, Roberts, Prewitt, LOG and zero
cross edge detection algorithms in MATLAB
environment on a closed fracture at a depth of 2701
meters (True Dip Angle= 67.51, True Dip
Azimuth= 301.93) in the FMI image log of well A
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that is depicted as a sinusoidal curve in each Figure
looking differently. Figure 15 shows the results of
implementation of the Canny, Sobel, Roberts,
Prewitt, LOG, and zero cross edge detection
algorithms on the fault at a depth of 2173 meters
on the FMI image log of well B that is
demonstrated as a sinusoidal curve in each part of
the Figure. Figure 16 shows an example of open
fracture (Major open fracture) at a depth of 2560
meters (True Dip Angle=66.39, True Dip
Azimuth=330.32) from well A in Geolog software
with the results of Edge detection algorithms,
Sobel, Roberts, Prewitt, Zero-cross, LOG and
Canny.
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Roberts, Prewitt,
Sobel operator
Start |
v
Apply environmental correction in
GEOLOG software
1. Speed comrection

2. Equalization

3. Depth adjustment

4. Image normalization (Static and
dynamic)

1

Interpretation of open fracture, close
fracture, faults on the dynamic image

v

Cutting a part of the interpretation of
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4" Read the image and convolve with filter

"

Convolve the resultant image with chosen
operator’s gradient mask ini axis

v

Convolve the resultant image with chosen
overator’s gradient mask in i axis

'

Set a threshold value, T |

FMI image log fracture to enter the Consider
the next

MATLAB software
neighbor

+ pixel

Convert the image to a grayscale
image
v

Edge detection algorithm Roberts,
Prewitt, Sobel, Canny, LOG and Zero-
Cross on open on close fracture

Input image resulted into edge
extracted image «

l
operator
Apply Hough transform algorithm

I

-

I

For a pixel say M (1, j) l

 ———1

| Compute the gradient magnitude say G |

No

Yes

Mark pixel as an “edge”

| Read the input image |

R 1

| Smooth the image using Gaussian filter. |

Output image |

Examine second
derivative V1 (M)
for next neighbor

Examine second derivative V2 (M) for
a pixel say M(3,j)

No ¥

Vi (M)=0

Mark pixel as edge pixel

Figure 13. Flowchart of general algorithm for Roberts, Prewitt, Sobel and LOG operators

According to Figure 14, Figure 15 and Figure
16, it can be clearly seen that the Canny edge
detection performance is better due to the
continuous sinusoidal curves in the FMI image log
versus the performance of Roberts, Prewitt, Sobel,
LOG and Zero-cross edge detection. The Roberts,

Prewitt and Sobel methods have curves with
discontinuous edges. Thus, the Canny method acts
better and in the meantime, continuity of edges in
this method is strong. Table 1 compares different
edge detection techniques.

Table 1 Comparison between edge detection techniques on fracture.

Method Advantage Disadvantage
Roberts 2 2 Ma}sk, I.Js.ed for image segmentation, less computation Highly Sensitive to noise
time, Simplicity
. . T Computation time is high compared to Roberts operator.
* £
Sobel 3*3 Mask, Used for image segmentation, Simplicity Less Sensitive to noise compared to Roberts operator
Prewitt 3*3 Mask, Used for image segmentation, Similar to Sobel Suitable for noiseless image
operator, Smooth edge region, Simplicity
Cann 3*3 Mask, Performance is good, Used for image High computation time, complex process
y enhancement, Smooth noise & P ’ plexp
LOG Covers wider area around the pixels, meanwhile finds correct ~ High chances of finding false edges and localization errors
places of the edges on the curve edges
Zero-Cross Detection of edges and their orientations have fixed Sensitive to image noise and re-responds to the some of the

characteristics among all the direction

existing edges
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The next step after choosing the best edge
detection algorithm is to apply the Hough
transform algorithm. Figure 17 shows the results of

Journal of Mining & Environment, Vol. 16, No. 2, 2025

transform algorithm with different thresholding
and the changes of each one. As shown in Figure
17, the result obtained from sigma=sqrt (20) shows

automatic fault detection by applying the Hough a better fit than other thresholds.

(a) (®)
(d) (e)

(2)

Figure 14. Comparison of the results of edge detection filters on closed fracture of well A indicated on the FMI image.
The original image is shown in part (a), and the images obtained as a result of applying Roberts, Prewitt, zero cross,
Sobel, LOG and Canny filters have been presented in parts (b), (c), (d), (e), () and (g), respectively.

(e) (f)

Figure 15. Comparison of the results of edge detection filters on the existing fault of the FMI image from well B. The
original image is shown in part (a), and the images obtained as a result of applying Roberts, Prewitt, zero-cross, Sobel
LOG and Canny filters have been presented in parts (b), (¢), (d), (e), (f) and (g), respectively.

(d)

(8)
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(e) 0

(e)

Figure 16. Comparison of the results of edge detection filters on open fracture (Major open fracture) of
well A indicated on the FMI image. a) Original image in GEOLOG software, b) Apply the Roberts
algorithm, c¢) Apply the Sobel algorithm, d) Apply the Prewitt algorithm, e) Apply the Zero-Cross
algorithm, f) Apply the LOG algorithm and g) Apply the Canny algorithm in MATLAB.

Original image in GEOLOG software

2w W W W0 @0 MO

Th=[0.1 0.6], Sigma=sqrt(20)

™ e w ;w0 w e

Th=[0.1 0.6], Sigma=sqrt(16)

Th=[0.1 0.6], Sigma=sqrt(22)

w0 w0 m0 m=o

# B 8 E § E 2 2 & ¥

Th=[0.1 0.6], Sigma=sqrt(24)

Figure 17. Display the results obtained with thresholding changes in the Hough transform algorithm in the
observed fault.

9. Conclusions

In this paper, first GEOLOG software has been
used to identify and interpret fractures, including
the number and type of fractures, their density, dip
and azimuth. In the next step, fractures have been
analyzed using a variety of edge detection
algorithms. In this paper, we have reviewed and
applied the edge detection methods such as Canny,
Prewitt, Roberts, LOG, Zero-Cross and Sobel edge
detection algorithms. Comparison of the results of
applying these edge detection algorithms showed
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better performance of Canny algorithm compared
to the other edge detection algorithms in
identifying sine curves. The Canny method had a
better effect than Prewitt, Roberts and Sobel filters.
The Roberts, Prewitt and Sobel methods had
results with very weak and discontinuous edges
and even false edges whereas the Canny filter gave
clean, almost continuous and true edges. Thus, the
Canny method acted better in addition to that the
continuity of edges in this method was strong. As a
general conclusion, we can say that using edge
detection algorithms, the accuracy of identifying
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image features will be improved and finally,
choosing the right edge detection algorithm to use
the Hough transform algorithm can provide better
results. It is expected to have future research
directions or areas for improvement, such as
exploring advanced edge detection techniques or
incorporating machine learning algorithms for
fracture detection.
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Appendix

clear ; clc ; close all
%% read image --- crop image --- user check
[1 base M] = imread('GS_245.tiff);

First X Pix =381 ; % --- user check
Sec X Pix=95931; % --- user check
First Y Pix=118; % --- user check
Sec Y Pix=354; % --- user check

I FMI =1 base(First X Pix:Sec_X Pix, First Y Pix:Sec_Y Pix,:);
% imshow(I_FMI , rgb2gray(M)) ;

%% Put Initial Value

TotalPix = Sec_X_Pix-First X Pix;

Num_Sec =100 ; % --- user choice
Th=1[0.325 0.4] ; % Threshold % --- user choice
Sig = sqrt(10) ; % Standard deviation of the filter % --- user choice
StepPix = ceil(TotalPix / Num_Sec) ;

FE=[];

FESG =[];

%% Loop
form=1:Num_Sec
if m == Num_Sec
Stepl = ((m-1)*StepPix)+(m) ;
Steph = length(I_FMI) ;
else
Stepl = ((m-1)*StepPix)+(m) ;
Steph = Stepl + StepPix ;
end

%% Denoise with Non Local Filter and Gaussian kernel

I FMI sec =1 FMI(Stepl:Steph, : , :);

Coef=0.000005 ; % user ------- check 0.001 or 0.000005

DoS = Coef*diff(getrangefromclass(I_FMI sec)).”2 ; % degreeOfSmoothing

Denoise sec = imnlmfilt(I FMI sec,'DegreeOfSmoothing',DoS) ; % Non-local filtering of images with Gaussian
kernels

%  subplot(141) ; imshow(I_FMI_sec,rgb2gray(M)) ;
%  subplot(142) ; imshow(Denoise sec,rgb2gray(M))

%% Do canny algorithm
G = ind2gray(Denoise_sec,M) ; % make grayscale for prepering to canny algorithm
C_filt = ~edge(G,'canny',Th,Sig); %% ------------ Do canny algorithm
FMI_Edge = uint8(C_filt) .* Denoise_sec ; % merge filter and image
FE = [FE ; FMI Edge] ;
%  subplot(143) ; imshow(FMI_Edge,rgb2gray(M)) ;

%% Only Edge
FMI Edge SemiGeolog = uint§(C_filt) .* uint8(ones(size(C_filt,1),size(C _filt,2))) ;
FESG = [FESG ; FMI_Edge SemiGeolog] ;

%  subplot(144) ; imshow(FMI_Edge SemiGeolog,rgb2gray(M)) ;
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cle
disp(['Section: ' num2str(m) 'done."])
end

%% Export

FEe =1 base ;

FEe(First X Pix:Sec_X Pix, First Y Pix:Sec_Y_ Pix,:)=FE;
imwrite(FEe,rgb2gray(M),'GS_245_ Edge.tiff') ;

% dos('GS_245_Edge.tiff) ;

FEsg =1 base ;

FEsg(First X _Pix:Sec_X Pix , First Y _Pix:Sec_Y Pix,:)=FESG;
imwrite(FEsg,rgb2gray(M),'GS_245_SG.tiff') ;

% dos('GS_245_SG.tiff") ;
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